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Flow Visualization in a Linear 
Turbine Cascade of High 
Performance Turbine Blades 
Multiple smoke wires are used to investigate the secondary flow near the endwall of 
a plane cascade with blade shapes used in high-performance turbine stages. The 
wires are positioned parallel to the endwall and ahead of the cascade, within and 
outside the endwall boundary layer. The traces of the smoke generated by the wires 
are visualized with a laser light sheet illuminating various cross sections around the 
cascade. During the experiment, a periodically fluctuating horseshoe vortex system 
of varying number of vortices is observed near the leading edge of the cascade. A 
series of photographs and video tapes was taken in the cascade to trace these vortices. 
The development and evolution of the horseshoe vortex and the passage vortex are 
clearly resolved in the photographs. The interation between the suction side leg of 
the horseshoe vortex and the passage vortex is also observed in the experiment. A 
vortex induced by the passage vortex, starting about one-fourth of the curvilinear 
distance along the blade on the suction surface, is also found. This vortex stays close 
to the suction surface and above the passage vortex in the laminar flow region on 
the blade. From this flow visualization, a model describing the secondary flows in a 
cascade is proposed and compared with previous published models. Some naphtha­
lene mass transfer results from a blade near an endwall are cited and compared with 
the current model. The flows inferred from the two techniques are in good agreement. 

Introduction 
The secondary flow in a turbine cascade is of interest to both 

designers and researchers. Current design methods for a turbine 
blade passage are usually based on two-dimensional flow analy­
sis. However, close to trie endwall, flow separation, a horseshoe 
vortex, a passage vortex, and some small but very intense corner 
vortices at the junction of the endwall and blade may affect the 
aerodynamic performance of a turbine and increase the heat 
transfer from the hot fluid to the blade and endwall surfaces. A 
comprehensive review of the secondary flow structures in tur­
bine cascades has been presented by Sieverding (1985). De­
tailed experimental information about secondary flow visualiza­
tion and the secondary flow patterns can be found in the studies 
by Jabbari et al. (1992), Langston (1990), Yamamoto (1987a, 
1987b), Sonoda (1985), Langston et al. (1977), Marchal and 
Sieverding (1977), and Chung and Simon (1990), to name just 
a few. 

Several secondary flow models have been published to assist 
in visualizing the flow patterns and to aid in understanding 
this complicated flow. Three representative models of the flow 
pattern, found in the literature, are shown in Fig. 1. Figure 1 (a) 
(Langston, 1980) shows a general picture of the evolution and 
development of two legs of a horseshoe vortex and a passage 
vortex. The second flow pattern, given by Sharma and Butler 
(1987) and shown in Fig. 1(b), demonstrates that the suction 
leg wraps itself around the passage vortex instead of adhering 
to the suction side. The third model, shown in Fig. 1(c), is 
presented by Goldstein and Spores (1988). Based on mass 
transfer results, they proposed that the suction leg of the horse­
shoe vortex stays above the passage vortex and travels with it. 
The location of the suction leg of the horseshoe vortex is the 
major difference among the three models. It is difficult to follow 
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the suction leg as it moves down the passage. Most pressure or 
velocity maps in the literature do not give a clear picture of 
how this leg develops. Its small size combined with a strong 
stretching in the streamwise direction makes it difficult to detect. 
Moore and Smith (1984) detected ethylene around the passage 
vortex core at the exit of a cascade when ethylene was injected 
at the leading edge suction side. The suction leg appears almost 
completely mixed with the passage vortex, at least in the exit 
plane. A similar phenomenon was also observed by Sieverding 
and Van den Bosche (1983) with their colored-smoke visualiza­
tion. They found that the suction side leg wraps around the 
passage vortex. The flow pattern suggested by Jilek (1986) is 
similar to that in Fig. 1(c). 

Jabbari et al. (1992) presented a set of oil-lampblack flow 
visualization photographs on an endwall and blade suction sur­
faces, which were compared with local mass transfer results. 
They observed a suction corner vortex in the middle of the 
passage climbing up and adhering to the suction surface until 
far downstream. This vortex was also observed by Sonoda 
(1985) in his kerosene vapor flow visualization. 

The present study uses a multiple smoke-wire flow-visualiza­
tion technique to observe and trace the vortices of interest and 
compares the flow pattern with results of local mass transfer 
measurements. A series of photographs and videos have been 
taken for archival use. Based on the flow visualization results, 
a new model is presented to better understand the secondary 
flow. 

Experimental Apparatus 

Wind Tunnel and Linear Cascade. An open circuit, 
blower-type wind tunnel is used in these investigations. A 22.4 
kW blower is used to drive the flow through a honeycomb flow 
straightener and three graduated, high-porosity screens before 
contracting the flow in a 6.25:1 area-ratio contraction. The flow 
leaves the contraction and enters the test facility, which has a 
45.7 cm by 45.7 cm cross section. 

A facility for flow visualization and experimental mass trans­
fer tests on gas turbine airfoils and passages has recently been 
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built. The test facility following the contraction exit, is shown 
in a scaled drawing from above in Fig. 2. It is a four-blade, 
linear cascade, with a high-performance blade profile. Figure 2 
also shows two interchangeable sections upstream of the cas­
cade: a straight duct and a grid duct section. The grid duct 
section has two slots to accommodate turbulence generating 
grids, but none were used in these investigations. The flow is 
tripped at the contraction exit, however, to disturb the boundary 
layer approaching the cascade. 

The blade nomenclature is shown in Fig. 3 and the cascade 
geometry data are given in Table 1. A modern, high-perfor­
mance blade profile is used in these investigations. The blade 
profile is specified in Table 2. For these tests, it was necessary 
to use low-speed flow in order to photograph the smoke traces 
clearly. A Reynolds number based on the exit velocity and blade 
chord length of 2.7 X 104 gave good flow visualization results. 
The undisturbed flow entering the facility from the contraction 
is highly uniform with a free-stream turbulence intensity less 
than 0.2 percent, measured at the contraction exit. 

Two tail boards trailing the outermost blades, and two flexible 
bleeds outside the outermost blades, are used to adjust the flow 
within the three turbine passages. The flow is balanced by com­
paring pressure measurements, made while using a special pres­
sure measurement blade, on the surfaces of Blades 2 and 3 with 
each other and with a potential flow calculation. The pressure 
distribution along the blades is quite sensitive to these adjust­
ments, but good agreement between the blades and the analyti­
cal prediction could be achieved. An example of the pressure 
distribution on the two inner blades is shown in Fig. 4. In 
addition, measurements of the flow velocity at the midspan of 
the tunnel show that the flow, measured at the measurement 
slot shown in Fig. 2 nearest the cascade, varies by less than 2 
percent in the cross-stream direction when the tunnel has been 
balanced using these adjustments. 

Flow Visualization. The test section side walls are Plexi-
glas, which allows unobstructed observation of the flow within 
the cascade. An extensive smoke-wire flow visualization study 
has been conducted and video taped with the aid of a laser light 
sheet. Eight 0.102 mm 304 stainless steel wires were positioned 
parallel to the endwall ahead of the cascade. The distances from 
the eight wires to the endwall are 3.2, 6.4, 12.7, 19.1, 25.4, 
31.8, 38.1, and 50.8 mm respectively. 

A thin layer of light-duty machine oil was applied to the 
wires, which were electrically heated to produce smoke. A glass 
rod was used to expand the beam from a He-Ne laser into a 
sheet to illuminate cross-sectional slices of the flow, made visi­
ble by the smoke generation. The smoke traces produced are 
distinct and can be identified individually as the flow develops 
in the blade passage. 

Photographs of the visualized flow patterns were made using 
a Nikon N8008s camera with a 1:2.8 105 mm AF Micro Nikkor 
Lens using Kodak Tmax 3200P film pushed to 6400 speed and 
shot with an aperture of f2.8 and shutter speed of ^ or ^th of 

a second. Four sets of video tape have also been produced that 
follow the vortex flow pattern from different view angles. 

Results and Discussion 
Inlet Flow Description. Velocity measurements were 

made to characterize the flow approaching the cascade and to 
provide some insight into the flow patterns that were observed. 
Measurements were made using a TSI IFA-100 hot-wire ane­
mometer with a 1218-T1.5 single-wire boundary-layer probe. 
The flow approaching the cascade was measured at a location 
77 cm from the contraction exit, shown as point B in Fig. 2. 
The mean flow velocity was 0.8 m/s with a turbulence intensity 
less than 0.2 percent, which gives a Reynolds number based on 
the blade chord length and exit velocity of 2.7 X 10". The 
low velocity was necessary to obtain clear flow visualization 
photographs. At this condition, the displacement thickness was 
measured to be 4.9 mm and the boundary layer shape factor 
was found to be 2.48. Due to the low velocity required for flow 
visualization, the inlet boundary layer remains laminar despite 
the trip used at the contraction exit. 

The flow visualization results to be presented were obtained 
at these conditions. Typical flow conditions entering the blade 
section of a real engine are characterized by high turbulence 
levels, large length scales, and exit Reynolds numbers on the 
order of 20 to 50 times higher than that used for these flow 
visualization studies. Additional tests were conducted with 
higher velocities to produce a turbulent boundary layer at the 
cascade inlet. The results show a flow pattern similar to that of 
a laminar inlet boundary layer condition; however, due to the 
higher velocities, the photographic results were rather poor. 
In addition, surface flow visualization results at typical engine 
Reynolds numbers have been conducted with variations in the 
free-stream turbulence level generated by grids. The flow pat­
terns we infer from the visualizations look similar to one an­
other, although the path and size of the passage vortex are 
affected by the turbulence level. Other testing is currently under 
way to examine the effect of turbulence length scale as well. 
From these additional tests, we conclude that the general flow 
pattern, described below, is similar to that which would be 
found at engine conditions. 

Flow Visualization. Figures 5-7 contain photographs of 
the smoke wire patterns. The position of the laser light sheet is 
indicated by the dashed lines in the left row of the figures and 
the position of the camera is also indicated. 

It was observed in the smoke visualization that the flow ex­
hibits fluctuations in the inlet region of the channel with a 
frequency of approximately 2.5 Hz. The effect of this on the 
vortex development is shown in Fig. 5, where sequences of 
photographs taken at approximately 3.2 frames per second are 
shown. In this figure, three light sheet positions are shown, with 
a time sequence of four photographs following them. In Figs. 
6 and 7, the positions of the light sheet and camera change in 
each photograph. 

Nomenclature 

b = axial chord length of blade 
c = chord length of blade 

CPs - static pressure coefficient = (Ps — 
p,0)Kpm/2) 

l = blade span (length between 
endwalls) 

p = pitch length of blades 
P, = local static pressure 

Ps0 = upstream reference static pressure 
(point A in Fig. 2) 

Re„ = exit Reynolds number = pUexc/p 

Ss = curvilinear (streamwise) coordi­
nate along suction side; Ss = 0 at 
stagnation line 

t = time 
t0 = reference time for time series pho­

tographs 
Uin = incoming velocity (measured at 

point B in Fig. 2) 
Uex = exit velocity (calculated from in­

coming velocity and cascade ge­
ometry) 

V = vortex label, defined in Fig. 8 
x = coordinate in axial chord direction, 

defined in Fig. 3 
y = coordinate normal to the axial 

chord, defined in Fig. 3 
z = spanwise coordinate of blade start­

ing from endwall 
Pi = blade inlet angle = 35 deg 
Pi = blade outlet angle = -72.49 deg 
/x = dynamic viscosity of air 
p = density of air 
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(a) Vortex pattern described by Langston (1980). 
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(b) Vortex pattern described by Sharma and Butler (1987). 

Attachment Line 

(c) Vortex pattern described by Goldstein and Spores (1988). 

Fig. 1 Vortex patterns described In the literature 

A perspective view of the secondary flow pattern based on 
the smoke patterns in Figs. 5-7 and the previous observations 
of Goldstein and Spores (1988) and Jabbari et al. (1992) is 
shown in Fig. 8. It should be pointed out that the tightness of 
the spirals representing the vortices in the picture have been 
chosen for clarity of the presentation. In reality, the passage 
vortex, for example, was found to turn much less tightly 
(Sieverding and Van den Bosche, 1983; Sonoda, 1985; Chung 
and Simon, 1990). Our observation is that the passage vortex 
makes approximately one and one half rotations as it passes 

Grid Slot 

Measurement 
Slots 

Fig. 2 Turbine cascade viewed from above 

Fig. 3 Turbine blade arrangement 

Table 1 Cascade geometry data 

Number of blades 4 
Chord length of blade - c 184.15 mm 
Axial Chord to Chord ratio - b/c 0.704 
Pitch to Chord ratio - p/c 0.750 
Aspect ratio (Span/Chord) - l/c 2.483 
Blade inlet angle - /?i 35° 
Blade outlet angle - /?2 -72.49° 
Incoming Velocity - Ui„ 0,80 m/s 
Exit Velocity - U ex 2.18 m/s 
Reynolds Number - Reex 

(for all flow visualization) 
2.7 x 104 

through the cascade. An interpretation of the results will now 
be presented. 

Stagnation Point Flow. The development of a horseshoe 
vortex at the stagnation line of a cylinder near an endwall de­
pends on the approaching boundary layer and on the boundary 
layer forming around the cylinder. In previous studies of flow 
around a cylinder, the cylinder radius was generally larger than 
the thickness of the approaching boundary layer. A relatively 
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Table 2 Turbine blade geometry 

x/h y/b x/b y/b x/b y/b 
0.0000 0.0242 0.2365 0.2752 0.7735 -0.1793 
0.0014 0.0377 0.2989 0.2886 0.8071 -0.2703 
0.0063 0.0550 0.3656 0.2868 0.8383 -0.3621 
0.0155 0.0759 0.4328 0.2684 0.8678 -0.4545 
0.0296 0.1001 0.4967 0.2348 0.8959 -0.5473 
0.0484 0.1269 0.5556 0.1878 0.9229 -0.6404 
0.0722 0.1565 0.6083 0.1304 0.9491 -0.7338 
0.1014 0.1878 0.6552 0.0646 0.9747 -0.8273 
0.1376 0.2200 0.6942 -0.0025 0.9997 -0.9210 
0.1822 0.2506 0.7364 -0.0897 1.0000 -0.9235 
0.0000 0.0242 0.1147 0.0124 0.7238 -0.3864 
0.0009 0.0146 0.1434 0.0190 0.7603 -0.4519 
0.0031 0.0079 0.1760 0.0244 0.7950 -0.5183 
0.0052 0.0038 0.2133 0.0273 0.8282 -0.5854 
0.0070 0.0013 0.2551 0.0256 0.8603 -0.6531 
0.0085 0.0000 0.3006 0.0180 0.8914 -0.7212 
0.0098 -0.0007 0.3478 0.0035 0.9218 -0.7897 
0.0120 -0.0018 0.3950 -0.0175 0.9515 -0.8585 
0.0153 -0.0031 0.4412 -0.0452 0.9807 -0.9274 
0.0205 -0.0046 0.4857 -0.0789 0.9828 -0.9306 
0.0279 -0.0055 0.5286 -0.1184 0.9859 -0.9327 
0.0384 -0.0054 0.5695 -0.1626 0.9895 -0.9336 
0.0522 -0.0035 0.6088 -0.2112 0.9932 -0.9330 
0.0694 0.0003 0.6441 -0.2596 0.9968 -0.9309 
0.0903 0.0058 0.6853 -0.3222 0.9992 

1.0000 
-0.9276 
-0.9235 

f^T3 ~G O O O-

- 1 0 Inviscid Flow Prediction 
ooooo Experimental Data, Blade 2 
pnaaa Experimental Data, Blade 3 

-12 
0.0 0.2 0.4 

x/b 
0.6 0.8 1.0 

Fig. 4 Pressure coefficient along the surfaces of blades 2 and 3 for Ree, 
= 5.4 x 105 

large vortex developed near the corner with smaller vortices 
close by. 

The present high-performance blade has a small radius of 
curvature, approximately equal in size to the approaching 
boundary layer thickness. Figure 5 shows that the corner flow 
near the stagnation line develops two vortices of about equal 

0) to ( tn)t- tb«1.1s (n) t - % » 2.2 s 

Fig. 5 Leading edge and entrance flow visualization (time series photographs) 

(o) t - to a 3.2 s 
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sizes at different distances from the blade surface. The fluctua­
tions of flow near the vortices described before causes the ar­
rangement of the vortices to change periodically, as shown in 
the sequence of photographs in Figs. 5(b-e). The photographs 
are taken at approximately 3.2 frames per second. The frequency 
of the vortex movement is about 2.5 Hz. Although the photo­
graphs do not follow the motion in one period, they do demon­
strate the periodicity of the multivortex structure with varying 
numbers formed ahead of the blade. Section A - A in Fig. 8 
shows two forms that the pressure side leg of the passage vortex 
takes as it changes periodically. 

When the vortices enter the passage, the multi-vortex struc­
ture is gradually changed to a single-vortex pattern. It is essen­
tially diminished at the point where the pressure side leg of the 
horseshoe vortex meets its counterpart from the suction side. 
The vortices continue to oscillate as they move downstream. 

Figures 6 and 7 show slices of the flow in the passage at 
many locations. It is clear that the major part of the secondary 
flow is the passage vortex. It is responsible for much of the 
pressure loss across the cascade and high heat transfer to the 
blade and endwall. The others involved are the horseshoe vortex 
pair, and a new counter-rotating wall vortex induced by the 
passage vortex. 

Pressure Side Leg of the Horseshoe Vortex, Vph. It is seen 
in Figs. 6(f)-(h) and (j)-(l), and depicted in Fig. 8, that 
due to a strong pressure gradient, the pressure leg of the horse-

(m) n-p (n) 

Fig. 6 Flow vi: 

shoe vortex immediately moves toward the suction side after it 
enters the passage. It entrains the main flow and the inlet bound­
ary layer. This multi-vortex leg is gradually squeezed into a 
single vortex (Figs. 6(o) - (p)) as it approaches the point where 
its counterpart, the suction leg from the adjacent blade, joins. 
This location occurs at approximately 1/4 of the surface distance 
from the blade leading edge. Goldstein et al. (1995) measured 
mass transfer on the suction surface of a turbine blade. They 
found that the maximum mass transfer rate occurs around this 
location for the case when only the blade is an active mass 
transfer surface. A contour plot of their naphthalene mass trans­
fer results, Fig. 9, on part of the suction surface is shown here 
for comparison. Even though the blade geometry used in that 
study is different from the current one, the basic structure of 
the secondary flow is expected to be similar. It should be noted 
that while the flow pattern will be unchanged when the endwall 
is also an active mass transfer surface, the mass transfer coeffi­
cient will be diminished in this area, since the vortex flow is 
composed primarily of boundary layer fluid. 

At the two-leg merging point, the interaction among different 
flow components, such as the counter-rotating horseshoe legs, 
the incoming boundary layer, the endwall crossflow, and the 
mainstream, form an even stronger vortex in the passage, which 
is called the passage vortex. Since the pressure leg has the 
same sense of rotation as the passage vortex, Langston (1980) 
credited this pressure leg as part of the passage vortex. 

(0) (P) 

around the blades 
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(m) n-p (n) (o) 

Fig. 7 Flow visualization around the blades (continued) 

Passage Vortex, Vp. As mentioned above, the passage vor­
tex consists of many flow components. The pressure leg of the 
horseshoe vortex is a major part of this vortex. The inlet bound­
ary layer also contributes to it, as seen in Figs. 6{j-l). The 
inward rotation of the suction and pressure side legs of the 
horseshoe vortex system funnels part of the inlet boundary layer 
fluid into a smaller region, gradually extending farther above 
the endwall. The passage vortex stays close to the suction sur­
face, and rotates in a counterclockwise direction when viewing 
the flow in the flow direction. In the geometry shown, a strong 
crossflow enhances its rotation and the vortex is gradually lifted 
away from the endwall as it travels downstream. As it entrains 
the main flow and endwall boundary layer, it grows in size, as 
shown in Fig. 7. 

The mass transfer contour map from a blade near an endwall, 
Fig. 9 given by Goldstein et al. (1995), clearly indicates a 
triangular region starting near the merging point. The strong 
upwash motion of the passage vortex gives very high mass 
transfer close to the corner. The photographs also show how 
the incoming main flow is revolved by the passage vortex to 
reach the suction surface. 

Suction Side Leg of the Horseshoe Vortex, Vsh. The multi-
vortex suction leg quickly evolves to a single vortex as it reaches 
the merging point, as shown in Figs. 6(j-l). It does not move 
under the passage vortex, as shown in Figs. 1(a) and 1(b). The 

stronger pressure side leg pulls the suction leg off the endwall. 
The sense of rotation of the suction side leg is clockwise when 
viewed in the flow direction, opposite that of the pressure side 
leg. As the pressure side leg of the horseshoe vortex system and 
the suction side leg of the horseshoe vortex system approach each 
other on the endwall, they constitute a counterrotating vortex pair 
with the suction leg being weaker (as in Fig. 6(/?)). 

Farther downstream, the strong rotation by the passage vortex 
pulls the suction leg away from the suction surface, as seen in 
Figs. 7 ( / -h). A similar pattern was also found by Sieverding 
and Van den Bosche (1983) and Sonoda (1985). The suction 
leg is wrapped around the passage vortex. This is different from 
the model in Fig. 1(c), which shows the suction leg moving 
upward on the suction surface. Nearly one revolution of the 
suction leg around the passage vortex has been observed at the 
cascade exit, which is shown in Fig. 7(n) . At the exit of the 
cascade, the suction leg has revolved around the passage vortex 
and is found near the lower side of the passage vortex near the 
suction surface. The suction leg remains distinct as it contacts 
with the passage vortex and moves through the passage. To 
some extent, the suction leg, like the pressure leg, could be 
considered as a small part of the larger passage vortex system. 

Wall Vortex, Vwip. Very close to the suction wall a small 
and very intense vortex is captured downstream by the camera, 
shown in Figs. l(h-n). This vortex originates near the two-
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Suction side leg of horseshoe vortex system 
Pressure side leg of horseshoe vortex system 
Passage vortex 
Wall vortex induced by the passage vortex 
Suction side leading edge corner vortex 
Pressure side leading edge corner vortex 
Suction side corner vortex 
Pressure side corner vortex 

Fig. 8 Interpretation of the vortex flow pattern 

leg merging point with a clockwise rotation when viewed in 
the flow direction and is swept up on the suction wall by the 
passage vortex. Jabbari et al. (1992) found in their surface flow 
visualization that the content of this vortex comes from the inlet 
boundary layer between the saddle points ahead of the cascade. 
Part of the boundary layer climbs on the wall and part of it stays 
at the suction-endwall corner. The photographs demonstrate the 
same flow pattern. 

This new wall vortex stays above the passage vortex and 
counterrotates against it. Even though it has a relatively small 
size, it has a significant impact on mass transfer from the suction 
surface. Since it is so close to the wall, the upwash and down-
wash flows generated by this pair, passage vortex and this new 
wall vortex, produce a local valley and peak on the naphthalene 
contour map by Goldstein et al. (1995). Sonoda (1985) also 
found a similar phenomenon in a vane cascade. 

0.5 
0.3 0.4 0.B 0 .6 0.7 0 .8 0 .9 1.0 1.1 1.2 

z/c 

i 1 i r 

Locus of Peak Mass Transfer of the New Induced Vortex 

0.5 

0 .3 

- 0 .2 

0 .3 0 .4 

Fig. 9 Sherwood number (mass transfer) distribution on the suction side of a gas turbine blade at Res, 
1.73 x 106, from Goldstein et al. (1995) 
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Corner Vortices, VsLc, Vpu, Vsc and Vpc. It is difficult to 
view a corner vortex with the smoke flow-visualization tech­
nique because of its small size. Since the corner vortex at the 
leading edge is driven by another larger counter-vortex around 
the edge, it is difficult for smoke to enter it. The surface flow 
visualization of Jabbari et al. (1992) and the local measurement 
of naphthalene mass transfer of Goldstein et al. (1995) indicate 
the existence of the corner vortices. Figure 8 shows the corner 
vortices based on the results of Jabbari et al. (1992) and 
Goldstein et al. (1995) although they are not clearly seen in 
the smoke flow visualization photographs. It is believed that 
the downstream corner vortex will have an impact on the corner 
region. These corner vortices may not be present for certain 
rounded corners near the leading edge. 

This secondary flow pattern should be representative of other 
cascades, even though the leading edge radius, inlet and exit 
flow angle, inlet boundary layer, pitch, etc., will affect the de­
tails of the secondary flow. In particular, the multi-horseshoe-
vortex structure formed at the leading edge may vary from 
cascade to cascade. 

Conclusions 
Multiple smoke wires and a laser light sheet have been used to 

view the secondary flow near the endwall of a high-performance 
blade in a large-aspect-ratio, linear cascade. A multivortex flow 
pattern with periodic changing of location and number of vorti­
ces has been observed ahead of the cascade near the leading 
edge. Photographs and videos have been taken for archival use. 
A secondary flow pattern of this cascade is inferred from the 
flow visualization and compared with earlier mass transfer mea­
surements. General characteristics of the flow are: 

1 The two branches of the multiple horseshoe vortex system 
gradually collapse to two single vortices (a suction leg and 
pressure leg), which pair with oscillating motion extending 
downstream. The pressure leg of the horseshoe vortex travels 
across the passage toward the suction surface, becoming a major 
part of the passage vortex. It merges with the suction leg of its 
counterpart at about 1/4 of the surface distance from the leading 
edge. The passage vortex moves toward the suction side and 
strengthens itself by entraining the main stream flow when it 
flows downstream. 

2 The suction leg of the horseshoe vortex formed ahead of 
the leading edge moves above the passage vortex as the pressure 
leg of the horseshoe vortex merges with it. It wraps itself around 
the passage vortex due to the strength of the passage vortex 
becoming a small branch of the overall passage vortex system. 
The crossflow does not have much effect on this leg. 

3 A wall vortex induced by the strong passage vortex is 
found very close to the suction surface. It starts near the merging 

point of the suction side and pressure side legs of the horseshoe 
vortex system and has a high mass transfer rate indicated in the 
naphthalene mass transfer measurement. The local minimum 
and peak values of the mass transfer can be explained by the 
upwash and downwash motions of this vortex pair. 
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Transient Heat Transfer 
Experiments in a Linear Cascade 
Via an Insertion Mechanism 
Using the Liquid Crystal 
Technique 
An insertion mechanism for a linear cascade allowing the displacement of one mea­
surement airfoil to conduct transient heat transfer experiments is introduced. A basic 
feature of the system is its capability to work in a continuously running tunnel driven 
by a compressor at steady-state conditions. The experiment is initiated by pulling the 
measurement airfoil very rapidly through the sidewalls of the cascade by means of 
a pneumatic cylinder. Heat transfer measurements were obtained on a turbine airfoil 
at different exit Mach numbers up to M = 0.8 and exit Reynolds numbers up to Re 
= 1.2E6. The transient liquid crystal method was used applying a digital image 
processing system capable of recording and storing the optical signal in real time. 
Comparisons were performed with measurements conducted in the same test facility 
using the naphthalene sublimation technique as well as thin film gages. Calculations 
were made with a two-dimensional boundary layer code. 

Introduction 
The power output and efficiency level of a gas turbine im­

proves by increasing the turbine inlet temperature. Since these 
temperatures exceed the maximum allowable blade material 
temperature, the blades have to be cooled to guarantee safe 
operating conditions. Hence, knowledge of the detailed heat 
transfer characteristics is required for the design of airfoils that 
have to operate for a certain guaranteed number of hours without 
failure. Principal parameters influencing the heat transfer coef­
ficient along the turbine airfoil are the Reynolds number, the 
free-stream turbulence, the surface curvature, and the inlet Mach 
number. Further studies on the influence of the combined effects 
of these parameters are still needed to validate or to improve 
numerical predictions. 

In the present work, an insertion mechanism creating a step 
change in temperature to conduct heat transfer measurements 
on a turbine airfoil in a linear cascade at engine representative 
Mach and Reynolds numbers is described. The transient liquid 
crystal technique was used to determine the local heat transfer 
coefficient on a turbine airfoil based on the assumption of a 
semi-infinite solid (Ireland and Jones, 1985). Detailed heat 
transfer characteristics have been obtained for a range of Mach 
and Reynolds numbers. Comparisons are made with results ob­
tained from the naphthalene sublimation technique (Haring et 
al , 1995a) and from measurements with thin film gages as well 
as from calculations with the two-dimensional boundary layer 
code TEXSTAN (Crawford, 1986). 

Martinez-Botas et al. (1995) applied a similar technique for 
an annular cascade with a blowdown tunnel employing fast-
acting shutters before and after the test section. For a continu­
ously running test facility at high velocities, shutters are not 
appropriate for linear cascades since a large percentage of the 
working section would be blocked. Harvey et al. (1989) im-

Contributed by the International Gas Turbine Institute and presented at the 40th 
International Gas Turbine and Aeroengine Congress and Exhibition, Houston, 
Texas, June 5-8 , 1995. Manuscript received by the International Gas Turbine 
Institute February 4, 1995. Paper No. 95-GT-8. Associate Technical Editor: C. J. 
Russo. 

mersed a whole perspex working section of a linear cascade in 
a heated water tank. With a shutter valve the flow was then 
initiated for the main test section. The insertion of a model in 
a flow at low velocity has only been described by Baughn and 
Xan (1991) for a simple square duct using pneumatic cylinders. 

Test Facility and Measuring Equipment 

Wind Tunnel. The experiments were performed in a large 
linear wind tunnel facility with a test section measuring 100 X 
340 mm. The test facility is supplied from a continuously run­
ning air source delivering a mass flow of 10 kg/s with a maxi­
mum pressure ratio of 3.5. The flow temperature in the cascade 
was adjusted to approximately 45°C to simulate a hot gas flow. 
The experimental setup for the present study in the linear test 
facility consists of five airfoils witti the measurement airfoil in 
the center. The isentropic exit Mach number as well as the 
downstream flow periodicity is regulated by two tailboards and 
two bypass vanes. Although only five profiles are present in the 
cascade, a good flow periodicity is obtained (Boles and Sari, 
1988). Total pressure and total temperature are measured in 
the settling chamber. The location of the pressure taps for the 
inlet and outlet flow conditions as well as for the airfoil surfaces 
have already been described by Haring et al. (1995a). The 
chord length of the airfoil is 74.5 mm, and the inlet and outlet 
flow angles are 0 and 71 deg, respectively. The turbulence 
intensity in the mean flow direction was measured with a hot­
wire probe of 5 //m diameter placed 75 mm in front of the 
airfoils. 

Test Airfoil. The heat transfer measurements were con­
ducted on the center airfoil, which is manufactured out of two 
parts. An aerodynamic part made out of aluminum and equipped 
with 31 pressure taps was used to determine the Mach number 
distribution over the surface. The pressure taps are placed on 
two spanwise lines to check the two dimensionality of the flow 
field. The other part was made out of plexiglass and covered 
with a layer of narrow-band encapsulated thermochromic liquid 
crystals to perform the heat transfer measurements. The initial 
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Fig. 1 Insertion mechanism 

temperature was measured with four thermocouples distributed 
along the airfoil surface. 

Insertion Mechanism. The insertion mechanism (Fig. 1) 
employs a pneumatic cylinder to pull the test airfoil very rapidly 
through the sidewalls of the linear cascade in less than 0.15 s. 
The airfoil is guided from both sides of the channel on ball 
bearings running on cylindrical shafts. The deflection of the 
airfoil has been calculated as 0.3 mm for an exit Mach number 
of 0.8. Thus, a gap of 0.5 mm between the cascade walls and 
the moving airfoil ensures that during the insertion process the 
liquid crystal layer on the airfoil surface is not damaged. Both 
sides of the injection mechanism are within sealed chambers, 
which allow the internal pressure to be above atmospheric. The 
heat transfer side can be connected to an external thermostat to 
control the initial temperature to within ±0.15°C. An inflatable 
seal in the sidewall synchronized with the insertion process 
allows good isolation from the tunnel during the cooling stage. 

The airfoil has to be illuminated and viewed from three sides 
to provide a full picture of the airfoil surface. The illumination 
sources are fiber optics connected to a powerful cold light gener­
ator. The complete pressure side can be viewed from outside 
of the cascade with a miniature camera. The leading edge region 
is observed using an endoscope placed in the cascade close to 
the outer wall so as not to disturb the flow. The suction side is 

pressure side .. leading edge 

& 

suction side 

Fig. 2 Viewing of the airfoil surface 

visualized via an optical mirror system in the tailboard with the 
camera outside the channel (Fig. 2) . 

Image Processing System. The present image processing 
system is based on the hue capturing technique using an auto­
mated image processing system. A complete liquid crystal im­
age is taken in real time at the conventional video frame rate 
of 25 Hz, but only preselected hue values are stored in the 
random access memory of the computer as a function of their 
location and time of appearance. For more details the reader is 
referred to Haring et al. (1995b). 

Since the color play of the liquid crystals is always taken 
under a certain angle with respect to the airfoil surface, the 
original surface coordinates have to be correlated with the cam­
era picture. For this reason a paper grid was glued on the aerody­
namic part of the airfoil to be superimposed numerically with 
the liquid crystal image. 

The evaluation is done on an HP workstation with a Fortran 
program. A filtering procedure employing time and location 
windows eliminates random noise. The preselected narrow hue 
ranges recorded give a range of times at a point as this line 

N o m e n c l a t u r e 

X = heat conduction coefficient, W/mK 
T = temperature, K 
x = depth, m 
p = density, kg/m3 

cp = specific heat capacity, J/kgK 
t = time, s 

a = heat transfer coefficient, W/m2K 
M = Mach number 
Re = Reynolds number 

Pr = Prandtl number 
s = surface distance from leading edge 
L = chord length 
r0 = recovery factor 
9 = nondimensional temperature = 

(Tw - T,)/(Tg - Tt) 
Tu = turbulence intensity, percent 
P = flow angle 

Subscripts 
i = initial 

g = free stream 
w = wall 
L = with respect to the chord length 
1 = inlet 
2 = outlet 
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moves over the surface. Thus an average of these times is taken 
in the analysis to evaluate the heat transfer coefficient. 

Calibration of the liquid crystals has been performed in situ 
under steady-state conditions. The blade was homogeneously 
heated and the surface temperature corresponding to the liquid 
crystal hue value was recorded. Each specific viewing position 
was calibrated to take the different camera viewing positions 
into account. A narrow-band liquid crystal was used reacting 
at 30°C with a width of 1°C. The selected hue value was 160 
± 5 on a scale of 0-255 representing the color green. 

Heat Transfer Measurement. The technique requires a 
uniform initial temperature of the model, which is rapidly ex­
posed to a flow at a different temperature for a limited amount 
of time. It is assumed that within the testing time the penetration 
of the heating pulse into the model is small compared to the 
model wall thickness (Ireland and Jones, 1985). Thus, the heat 
conduction can be considered to be unsteady and one dimen­
sional in a semi-infinite material. The heat equation for transient 
conduction in a semi-infinite solid is 

Table 1 Heat transfer measurements 

d2T . dT 
(1) 

With the initial condition 

T(x,0) = r,, (2) 

the interior boundary condition 

T(°°,t) = Ti, (3) 

and the surface convection boundary condition 

-_x0T-

ox _ = a(Ts - r„ ) , 
x=0 

(4) 

the solution for x = 0 can be written as 

1 — exp 
T — T 
1S 1 ' 

a{t 

_ipcp\_ 

2 

erfc 
ait 

Jpc,,\_ 
(5) 

For compressible flow the recovery temperature of the flow 
was used with r0(Pr) = Pr"2 for laminar and r0(Pr) = Pr1/3 

for turbulent flow. The curvature effects on normal conduction 

CD 
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I 0.4 

I 
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! 

• experimental values 
* theoretical values 

4 5 

time [s] 

Test Re2 [-] M2[-] Tu [%1 M l 
1 340'000 0.23 5 71 

2 700'000 0.47 5 71 

3 r i60'000 0.76 5 71 

Fig. 3 Insertion process 

are taken into account with a correction factor on the one-
dimensional analysis. 

The uncertainty in heat transfer coefficient has been estimated 
with standard methods according to Moffat (1985) and was 
found to be 7 percent on average. The errors for the initial and 
total temperatures were estimated to be ±0.15°C, whereas the 
error for the liquid crystals was estimated to be ±0.20°C. The 
thermal product A/pcp\ of plexiglass is 569 ± 29 and the uncer­
tainty in time was determined to be ±0.1 s, which includes the 
insertion time of the model. 

Comparisons. The lower Mach and Reynolds numbers 
have been compared to measurements conducted with the naph­
thalene sublimation technique for the same cascade geometry 
(Haring et al , 1995a). Since the naphthalene sublimation tech­
nique is based on a mass/heat transfer analogy, the tests had 
to be conducted at isothermal conditions to avoid mass transfer 
due to temperature gradients. It was hence only possible to 
reproduce the same exit Reynolds numbers for comparison. 

Additional heat transfer measurements with thin film gages 
have been performed using the present insertion mechanism. 
The measurements and the evaluation have been conducted ac­
cording to Schultz and Jones (1973). Fifteen gages were applied 
around the airfoil surface on the center line with a spacing 
of 10 mm between gages. Since the gages give a continuous 
temperature response over time, the technique could be used to 
verify the presence of any instabilities in heat flux during the 
insertion process. 

The TEXSTAN code (Crawford, 1986) has been used to 
perform boundary layer calculations. The presented calculations 
made use of the modified Lam and Bremhorst Pressure Term 
Modification [LBPTM] as suggested by Schmidt and Patankar 
(1991). The discrete points of the velocity profile have been 
smoothed for the calculations. 

Dullenkopf and Mayle's (1995) correlation was used to com­
pare to the stagnation point heat transfer. The correlation takes 
the free-stream turbulence intensity into account. 

Insertion Process. Thin film gages have been used to deter­
mine the influence of the insertion process on the heat transfer 
possibly caused by the movement of the airfoil together with 
hot gas entering the cooling box. Measurements of the continous 
nondimensional temperature value 0 were taken versus time. 
For the same run the heat transfer coefficient was determined, 
and from this value a theoretical nondimensional temperature 
9 was calculated. A comparison of these two curves (Fig. 3) 
shows that the influence of the insertion process is negligible. 

Results and Discussion 
The objectives of the measurements on the airfoil were to 

demonstrate the feasibility of the present insertion mechanism 
and to provide heat transfer distributions at high Mach and 
Reynolds numbers based on exit conditions and chord length L 
= 74.5 mm. Table 1 summarizes the tests that were conducted 
on this cascade. 

The isentropic Mach number distribution on the airfoil for 
all tests is shown in Fig. 4. 

On the suction side the flow first strongly accelerates and 
becomes then almost uniform for the two lower Mach numbers 
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Fig. 4 Airfoil Mach number distribution for all tests Fig. 6 Test 1, M2 = 0.23, Re2 = 340,000, Tu = 5 percent 

whereas for the high Mach number the velocity is still increasing 
before it decreases again for all cases toward the trailing edge. 
On the pressure side the acceleration for the three Mach num­
bers is almost constant. 

The results of test 3 (Re2 = 1.2e6) are presented in Fig. 5 
and show the two-dimensional character of the flow. The figures 
are projections of the curved airfoil surfaces onto a two-dimen­
sional plane. The lines are equispaced contours of the heat 
transfer coefficient in steps of 50 W/m2K. 

On the pressure surface a laminar boundary layer develops 
from the stagnation point and transition occurs close to the 
trailing edge. On the suction side a laminar boundary layer 
grows from the stagnation point. A transitional wedge as de­
scribed by Clark et al. (1992) is present in the center of the 
flow passage. The phenomenon was only observed for the high 
Reynolds number and was not taken into account for the span-
wise averaging. Close to the trailing edge, the laminar bpundary 
layer proceeds through transition; thereafter the flow becomes 
fully turbulent near the trailing edge. 

The curves in Fig. 6-8 represent span wise-averaged heat 
transfer coefficients over 10 mm in the center of the channel 
(10 percent of full span) along with the comparisons. 

10.0 

-0.8 -0.6 
pressure 

-0.4 -0.2 
side s/L 

0.0 0.2 0.4 0.6 0.8 1.0 
suction side s/L 

Fig. 5 Two-dimensional heat transfer distribution test 3 

1.2 

For an outlet Mach number of M2 = 0.23 (Re2 = 340,000) 
represented in Fig. 6, all the measurements with different tech­
niques agree well on the pressure side. The higher values at the 
stagnation point for the naphthalene sublimation technique can 
be explained by the effect of the mechanical abrasion caused 
by flow particles during the long testing time. The calculation 
does not predict the stagnation point well and gives lower values 
for the leading edge region but agrees quite well further down­
stream. On the suction side all measurements agree well on 
the location of transition whereas the naphthalene shows much 
higher values during the transition itself. Again the calculation 
predicts lower heat transfer coefficients for the leading edge 
region but agrees well for the late laminar region and transition. 

Figure 7 shows the heat transfer coefficients for an outlet 
Mach number of M2 = 0.47 (Re2 = 700,000). For the pressure 
side the measurements lay very close together and agree with the 
calculation. At the stagnation point region both the naphthalene 
sublimation technique and the calculation predict too high a 
value for the lower Reynolds number case. On both sides the 
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Fig. 7 Test 2, M2 = 0.47, Re2 = 700,000, Tu = 5 percent 
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Fig. 8 Test 3, M2 = 0.76, Re2 = 1,160,000, Tu = 5 percent 

calculation predicts lower heat transfer for the leading edge 
region. On the suction side the measurements agree well for 
most of the laminar region and the transition. For the naphtha­
lene measurements it should be mentioned that the analogy 
between heat and mass transfer is only fully valid in the incom­
pressible flow region. 

The heat transfer coefficients for the high Mach and Reynolds 
number case (M2 = 0.76, Re2 = 1,160,000) are shown in Fig. 
8. On the pressure side the boundary layer stays laminar until 
s/L = 0.7, where transition begins, which is quite well predicted 
by the calculation. For the leading edge region lower values are 
calculated. On the suction side the predicted values stay a little 
below the measured data but both curves agree well in the 
transional region. The liquid crystals indicate a turbulent bound­
ary layer close to the trailing edge. 

Conclusions 

• A fast-acting insertion mechanism to conduct transient 
heat transfer experiments at engine representative Mach and 
Reynolds numbers has been developed for a linear cascade 
supplied by a continously running air source. 

• Optical access around the complete airfoil surface could 
be achieved making use of three different camera arrangements 
applying mirror and optical lens systems without disturbing the 
flow. 

• The effect of insertion on the heat transfer has been inves­
tigated using thin film gages with a continuous time history.and 
found to be negligible. 

• Heat transfer coefficients have been obtained for three 
different exit Mach and Reynolds numbers up to 0.8 and 1.2E6, 
respectively. They compare well to experiments with the naph­
thalene sublimation technique and the thin film gages for the 
two lower Reynolds number cases. 

• The comparisons to the calculation TEXSTAN show quite 
good agreement for all Reynolds numbers except for the leading 
edge regions, which are less well predicted. 
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Transient Liquid Crystal 
Technique for Convective Heat 
Transfer on Rough Surfaces 
The local heat transfer coefficients are obtained on a rough planar surface simulating 
in-service turbine stator vane sections. A transient experimental technique is pre­
sented that permits the determination of local heat transfer coefficients for a rough 
planar surface using thermochromic liquid crystals. The technique involves the use 
of a composite test surface in the form of a thin foil of stainless steel with roughness 
elements laminated over a transparent substrate. Tests are conducted on a splitter 
plate to provide momentum boundary layer thicknesses to roughness heights appro­
priate for actual turbine stator vanes. Data are reported for two roughness geometries 
and two free-stream velocities. The range of Reynolds numbers along with the ratio 
of average roughness value to momentum thickness matches conditions encountered 
on the pressure side of the first-stage stator vanes in current high performance 
turbofan engines. A numerical simulation is conducted to validate the test method. 
Results for the rough surfaces investigated are compared with an available empirical 
relationship. 

Introduction 
For some time, it has been recognized that the smooth manu­

factured surfaces of gas turbines become rough during operation 
(Tarada and Suzuki, 1993). The hot section surfaces become 
rough both from the corrosive effects of the high-temperature 
gas stream and from foreign object deposition. Specifically, 
recent investigations by Tabbita (1993) of the surface profiles 
of two Pratt & Whitney (P&W) high-pressure turbine vanes 
indicate that surface roughness (Ra) values can be on the order 
of the smooth surface momentum boundary layer thickness 
(<52). Tabbita (1993) reports for an in-service first-stage vane 
at approximately 15 percent axial chord along the vane's pres­
sure side, the local Ra and original smooth surface <52 are on 
the order of 22.9 fim with a corresponding local Re* of approxi­
mately 1.61 X 105. The effect of roughness on convective heat 
transfer coefficients (h) at Reynolds numbers applicable to gas 
turbines is therefore of practical importance. 

One of the few analytical relationships available for pre­
dicting convective heat transfer for a fiat rough surface in exter­
nal flow is developed by Kays and Crawford (1980) using a 
thermal law of the wall approach. Constants in the developments 
are assigned values based on the work of Dipprey and Sabersky 
(1963) and Pimenta et al. (1975). In order to use this relation­
ship, the equivalent sand roughness of the surface under investi­
gation must be determined. Very extensive measurements of 
rough pipes were carried out by Nikuradse (1933) who used 
circular pipes covered on the inside as tightly as possible with 
sand of a specific grain size glued to the wall. Schlichting 
(1936) developed the concept of equivalent sand-grain 
roughness (k„) as a means of characterizing other types of 
roughness elements by comparing the equivalent net effect pro­
duced by Nikuradse's experiments. Schlichting (1936), using 
a law of the wall development, determines the ks for a variety 
of surfaces in a channel under fully developed flow conditions. 
Using a law of the wall development for a flat surface, Pimenta 
et al. (1975) developed a relationship between ks, boundary 
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layer thickness, and the coefficient of friction for the surface. 
In this study, the work by Pimenta et al. (1975) is used along 
with the appropriate momentum integral equation to determine 
ks and finally a Stanton number from Kays and Crawford's work 
(1980). This result is compared to the flat plate experimental 
results reported here. 

Most conventional techniques for heat transfer measurement 
produce averaged coefficients over segment areas and provide 
accurate information at only discrete locations. If detailed reso­
lution is desired, the fabrication of the test section becomes 
complex and expensive. Metzger and Larson (1986) describe 
an alternative approach along with the theory and experimental 
method. This transient method uses melting point coatings to 
determine local heat transfer values. In addition, thermochromic 
liquid crystal (TLC) has been used extensively by investigators 
to measure local convection heat transfer rates (Cooper et al., 
1975; Hippensteele et al , 1983; Jones and Hippensteele, 1985). 
More recently, a transient technique using TLC coatings has 
been developed to obtain both heat transfer coefficients and 
effectiveness values for the film flow situation (Vedula and 
Metzger, 1991). These techniques offer several advantages. 
First, spatially continuous values may be obtained, the resolu­
tion of which is based to a large extent on the experimenters' 
willingness to reduce data. Second, these techniques may be 
applied to new configurations without the complex and often 
expensive fabrication requirements of other techniques. Use of 
liquid crystals on rough surfaces has previously been demon­
strated by Wang et al. (1990) who presented a transient tech­
nique to investigate heat transfer at rough surfaces with an 
isolated pin-fin geometry in fully developed channel flows. The 
present study introduces a different transient approach to local 
heat transfer measurements, which permits determination of 
convective heat transfer on rough surfaces with complex surface 
geometries. 

In this study, two surface roughness configurations are inves­
tigated with absolute roughness heights of 0.56 mm and 1.14 
mm. Data are reported at two main stream velocities of 30 m/ 
s and 50 m/s. The majority of studies have focused not only on 
smooth surfaces but also on flows with relatively low turbulence 
levels ( < 1 percent). In reality however, the turbulence intensity 
at the leading edge of the first vane stator can be as high as 15 
percent or more in engine operating conditions (Mehendale and 

14 / Vol. 119, JANUARY 1997 Transactions of the ASME 

Copyright © 1997 by ASME
Downloaded 01 Jun 2010 to 171.66.16.50. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Han, 1992). This turbulence level decreases through the first-
stage vane but would be expected to remain as high as 10 
percent. As is the work reported in the present study, the work 
by Mehendale and Han (1992) was conducted at low tempera­
tures and without the presence of combustion products. Work 
by Moss and Oldfield (1996) has shown that for free-stream 
intensities above 3 percent, the heat transfer process is enhanced 
due to the penetration of freestream turbulent eddies deep into 
the boundary layer. Without the presence of surface roughness, 
their work has shown increases in Nusselt number up to 35 
percent due to free-stream turbulence. The present study uses 
flows at 6.5 and 8.5 percent turbulence levels and investigates 
the effect of surface roughness on flat plate heat transfer at 
appropriate turbulence levels and scaled roughness for the tur-
bomachinery environment. A more complete characterization 
of the turbulence can be found from Barlow (1994). 

Test Apparatus and Measurement Theory 
Figure 1 shows a schematic of the first of two experimental 

apparatuses used for this work. Compressed air is filtered, dried, 
and orifice metered prior to the test apparatus. The flow passes 
through an autotransformer controlled tubular heater where the 
temperature can be accurately set to desired levels. The flow is 
initially diverted away from the test section by a three-way ball 
valve until the flow rate and temperature reach steady-state 
values. Once diverted back to the test section, the flow passes 
through a rectangular plenum 15.2 cm by 12.7 cm holding a 
passive turbulence-generating grid. This grid consists of 6.3-
mm-dia holes spaced 12.6 mm apart both vertically and horizon­
tally across the plenum. The flow then converges to an opening 
of 3.81 cm by 7.62 cm over a distance of 20 cm, and passes 
by a splitter plate where a 0.64-cm-thick bypass occurs across 
the width of the plate to provide boundary layer thickness con­
trol. The main flow then passes through the test section and 
across the 7.62 cm by 20.3 cm Plexiglas flat plate providing a 
boundary layer and Reynolds number appropriate for the pres­
sure side turbine vane cases modeled in this work. At a free-
stream velocity of 50 m/s, a Reynolds number (U^XIv) of 1.61 
X 105 is produced 57.2 mm downstream of the splitter plate 
leading edge. This Reynolds number corresponds to that of a 
typical high performance first stage vane at approximately 15 
percent axial chord along the pressure side (Tabbita, 1993). In 
addition, Tabbita (1993) reports the average surface roughness 
for such a turbine vane from an in-service engine at approxi­
mately this downstream location to be on the order of 22.9 
fj,m or about the same scale as the momentum boundary layer 
thickness (<52) at this location for the manufactured smooth 
surface. Boundary layer measurements on a smooth surface 
using the test apparatus shown in Fig. 1 found that for a Reyn­
olds number of 1.61 X 105 the 62 at 57.2 mm from the leading 

TURBULENCE 
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SUN STATION 
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FRAME GRABBER 

Fig. 1 Plexiglas flat plate test apparatus 

edge is 0.203 mm (<5, = 0.259 mm). As a result, two roughness 
designs are chosen for this study that provide a Ra value ap­
proaching the experimental <52 and a Ra on the order of 0.5<52. 

The test surface is the key to being able to use TLC tech­
niques. In the past (Vedula, 1989), as in Fig. 1, the TLC has 
most often been applied to the surface directly exposed to the 
test flow gases. This has been possible because the liquid crystal 
did not add enough roughness to extend out of the viscous 
sublayer and the surface could continue to be considered aerody-
namically smooth. The surface is then viewed through the flow 
field and through an adjacent Plexiglas surface. 

The measurement of the test surface convection characteris­
tics follows the methods of Metzger and Larson (1986) with 
the local surface heat flux expressed as: 

q = h{T„ - Tw) (1) 

In this case, local surface convection behavior is condensed into 
a constant of proportionality (h) where, for a given flow field 
and as long as temperature differences are sufficiently small to 
allow fluid properties to be represented by values independent 
of temperature, linear convection behavior can be assumed. The 
experimentation consists of measuring q together with Tw and 
Toe, and from them determining h. In this work, local determina­
tion of h is made by suddenly exposing the test surface to a 
steady mainstream flow and observing the transient response of 
the test surface as indicated by the TLC color display. The wall 
material, including the test surface, is initially at a uniform 
temperature at all depths, and the initial response near the sur­
face is governed by a semi-infinite formulation of the transient 

N o m e n c l a t u r e 

A = area 
cf = friction coefficient 
cp = specific heat of air 
h = convective heat transfer coefficient 
h = laterally averaged heat transfer co­

efficient 
H = absolute local height of roughness 

elements 
H = average height of rough surface 

above base plane 
k = thermal conductivity 

ks = equivalent sand-grain roughness 
Pr = Prandtl number 
Pr, = turbulent Prandtl number 
Ra = average surface roughness 

Rek = roughness Reynolds number = 
uTkslv 

Re. = Reynolds number = U^XIu 
St = Stanton number = hipU*cp 

q = heat transfer rate per unit of area 
T = temperature 
t = time 

U = velocity 
V = volume 
uT = shear velocity 
X = distance downstream 
Y = distance perpendicular to convec­

tive surface 
a = thermal diffusivity 

<52 = momentum thickness of boundary 
layer 

eH = eddy diffusivity for heat transfer 
p = density 
r = time step 

T 0 = wall shear stress 
v = kinematic viscosity 

Subscripts 
( = initial 

RS = rough surface 
r = reference 
i = smooth surface 

w = wall 
°° = free-stream state 
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heat conduction where the surface temperature is given by the 
classical solution: 

Tt 

T, 
= 1 - exp 

h2at 
erfc 

Mat 
(2) 

By measuring the time (t) required for the surface temperature 
to reach a prescribed value displayed by the TLC coating, h 
can be determined. Since true step changes in the applied fluid 
temperatures are usually not possible and the fluid temperature 
is a function of time, an additional complication is introduced 
in the transient experiment. This complication is accounted for 
by modifying Eq. (2) through use of superposition and Duha-
mel's theorem (Metzger and Larson, 1986). The actual change 
is obtained by using a series of steps. The solution is then 
represented as: 

T-Ti = Jd U(t- r,)AT„ (3) 

where 

U(t-T,) 

= 1 - exp -2a{t r , ) erfc -Mt~Tt) ) (4) 

In this technique, the transient surface temperature informa­
tion provided by the TLC is viewed with video camera/Sun 
workstation-based image processing system employing a 24-
bit frame grabber. The present system employs a normalized 
threshold method (Barlow, 1994), which permits accurate local 
temperature determination (±0.11°C) even when the illumina­
tion of the surface varies greatly from one area of the test section 
to another. The TLC displays colors in response to temperature 
changes as a result of lattice reorientation of the crystal. When 
sprayed as a thin layer, the TLC is essentially clear and displays 
color with increasing temperature in sequence of red, green, 
blue, and back to clear. The nominal temperatures for red, green, 
and blue displays of the present chiral nematic TLC are 38.4°C, 
39.8°C, and 43.5°C, respectively. The process is reversible such 
that the calibration of temperature remains unchanged for a 
large number of cycles under laboratory conditions. While all 
TLC type coatings assume a finite time response for the lattice 
rotations, Ireland and Jones (1987) have shown that micro­
encapsulated chiral nematic coatings on the order of 10 ~3 cm 
thick require only a few milliseconds for this action. This time 
lag is negligible in comparison with the thermal transients of 
the present study. For a rough surface, this technique is not 
appropriate for several reasons. A TLC layer on the roughened 
surface will provide a temperature response that sees only the 
tops of the rough elements. This analysis would fail to take into 
account the heat transfer occurring on the sides of the rough­
ening elements and would give an inaccurate description of the 
true heat transfer occurring to the surface. In addition, with any 
portion of the roughened surface viewed which is not perpendic­
ular to the camera, errors in the calibration of the TLC can 
occur (Bonnett, 1989). 

Figure 2 shows the composite plate developed for the rough 
surface model. The composite consists of a stainless steel rough­
ened surface sprayed on the non-flow side with a thin layer of 
black paint followed by the TLC and backed with a 1.5 cm 
clear epoxy layer. The thermal properties of the chosen epoxy 
were determined to be similar to Plexiglas (~2 percent) in 
material testing reported by Barlow (1994). 

In this setup, rather than the roughened heat transfer surface 
being viewed from the front side, it will now be viewed from 
behind. Stainless steel (k = 14.9 W/mK) was chosen to provide 
an acceptably small temperature drop across the metal plate, 
yet limit the lateral conduction. The TLC is then viewed through 
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Fig. 2 Composite piate and roughness elements 

the epoxy layer, which serves as a semi-infinite conduction 
medium. This approach provides a temperature time response 
just below the roughened surface, which is used to determine 
heat transfer coefficients. The local transient response is spa­
tially averaged to provide relatively local coefficients smoothed 
on the order of twice the diameter of the roughness columns 
and in terms of engineering design work should prove valuable. 

Metal etching was chosen as a means of producing the rough 
stainless steel surface. It provides accurate surface geometries 
and is capable of leaving a very thin surface on the order of 
0.08 to 0.1 mm between the roughness elements. One disadvan­
tage of metal etching, however, is the coning at the base of 
each element due to the acid used in the etching process eating 
away the manufacturing template. This effect is well modeled 
and was included in the design of the surface. In order to provide 
the desired Ra values, two rough surfaces are investigated in 
this study with absolute roughness heights (H) of 0.56 mm and 
1.14 mm. Rough elements are spaced 3.05 mm apart in both 
spanwise and streamwise directions. However, because the rows 
are staggered, each element lies 6.1 mm directly downstream 
of a preceding rough element. A regular pattern (fcs-constant) 
was chosen so results could more easily be compared to an 
analytic prediction. 

The roughest experimental surface (Ra = 0.18 mm) provides 
a rough surface on the right order of the roughness (Ra ~ 62) 
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found in operational airfoils under the correct Reynolds number 
conditions. The other rough surface (Ra = 0.10 mm) permits 
investigation of the trends of increasing roughness on convec-
tive heat transfer. These rough surfaces provide roughness 
Reynolds numbers (Re t) greater than 70 over the entire plate 
under test conditions. This ensures that the roughness under 
investigation is in the fully rough region. With increasing 
roughness, the viscous sublayer becomes destabilized and at 
about Re/t = 70 disappears entirely (Kays and Crawford, 1980). 
At this point, viscosity is no longer a significant variable, and 
pressure drag becomes the primary mechanism by which shear 
stress is transmitted to the wall. 

Finite difference work indicates that, while there is very little 
temperature drop across the stainless steel plate during a test 
run (less than 0.01°C for a 0.1 mm smooth surface and less 
than 0.14°C for the worst case Ra = 0.18 mm rough surface), 
there is a difference between the time it takes a Plexiglas test 
model and the composite test model subject to the same flow 
conditions to reach the TLC calibration temperature. This time 
difference exists because of the energy stored in the stainless 
steel, and thus a time lag is required to increase the stainless 
steel to the TLC calibration temperature. Specifically, the time 
that it takes the composite plate to reach the TLC calibration 
temperature is greater than that for the Plexiglas under the same 
conditions. Unfortunately, an analytical solution does not exist 
at present for a composite semi-infinite solid under transient 
conduction. Therefore, the following model is proposed, the 
value of which can be judged based on the finite difference 
results and experimental comparison of Plexiglas and composite 
plate tests under the same convective conditions presented in 
this work. 

Since the temperature drop across the stainless steel is very 
small, the conduction in the epoxy semi-infinite solid beneath 
it can be solved for in the same method as that presented 
earlier for the Plexiglas model. Due to the energy that it 
takes to also raise the stainless steel to the TLC calibration 
temperature, the temperature time response is slower and this 
method leads to lower heat transfer coefficients when the 
semi-infinite solid equations are solved for the epoxy portion 
of the composite. The time lag, the difference between the 
time that the composite plate reaches the calibration tempera­
ture and the time a homogeneous epoxy model under the 
same conditions reaches the calibration temperature, can be 
estimated by a lumped capacitance calculation of the stainless 
steel portion of the composite plate. Since the stainless steel 
is nearly at a uniform temperature and the Biot number (Bi) 
is estimated to be less than 0.03 in all cases, where Bi < 0.1 
is the standard criterion, a lumped capacitance correction is 
made to the standard semi-infinite solid solution. As pre­
sented in the finite difference section, the results are very 
good, predicting heat transfer coefficients within 1 percent 
for a smooth surface and within approximately 3 and 5.5 
percent for the two rough surfaces. Based on finite difference 
calculations, this model under predicts the energy into the 
surface by about 3 percent for the Ra = 0.1 mm surface and 
about 5 percent for the Ra = 0.18 mm surface. 

For this case, where the driving potential is in terms of the 
free stream temperature, the governing lumped capacitance so­
lution is written as: 

Tw ~ T, —hAnst . . . 
— — — = 1 - exp — (5) 
r=o - T, L Vpcp 

Here ARS is the wetted surface area of the rough stainless 
steel surface. Since true step changes in the applied fluid 
temperature are not possible and the free-stream temperature 
is a function of time, as was the case for the semi-infinite 
solid solution, an additional complication is introduced. This 
is again accounted for by modifying Eq. (5) through the use 

of superposition and Duhamel's theorem. The solution is then 
represented by 

N 

T - T, = I U(t - Ti)AT„ (6) 

where 

U(t-r,) = 1 - e x p f - f ^ - A j u O - T , ) J (7) 

The time lag correction to the semi-infinite solid solution is 
applied each time an h is determined in the data reduction. 
Again, the results of this model are the basis for the composite 
surface of this study and its success can be seen in the results. 

Validation of the Model 

The experimental method presented here shows excellent 
agreement with other experimental methods for obtaining local 
convection coefficients (Barlow, 1994). In reality, however, 
lateral conduction effects are present and must be assessed. The 
greater the gradients in heat transfer coefficient, the greater the 
significance of the lateral conduction. Lateral conduction in the 
solid surface smoothes the surface temperature distribution and 
can potentially reduce the ability of the experimental method 
to resolve steep variations in heat transfer at the surface. Vedula 
et al. (1988) used a finite element analysis to assess the effect 
of lateral conduction. In the present study, a finite difference 
code is written to assess the effects of lateral conduction in the 
composite surface and to evaluate the ability of the lumped 
capacitance model to account for the energy accumulated in the 
stainless steel during a transient test. Because of the thin stain­
less steel layer over the entire composite plate, the effects of 
lateral conduction will be more significant than is the case for 
a solid Plexiglas model. 

The finite difference code written for this numerical analysis 
relies on a central differencing implicit code using an alternating 
direction scheme as presented by Patankar (1980). A harmonic 
mean is employed to model the thermal conductivity at the 
epoxy stainless steel interface. This technique is covered well 
in the literature and need not be repeated here. The two-dimen­
sional code was written to permit evaluation of a flat surface 
or a rough surface. For the rough surface, the ratio of the wetted 
surface area to planar matches the rough composite plate used 
for testing. Because the surface convection coefficient distribu­
tion is two dimensional, the transient conduction below the 
surface is generally three dimensional. However, the largest 
gradient in temperature will be normal to the contours, and the 
effects of lateral conduction should be adequately described 
with a two-dimensional analysis correctly oriented. For the case 
investigated here, the grid runs in the flow direction. 

In order to validate the composite plate model for a smooth 
plate, an h is imposed on the surface that matches that of a 
turbulent flat plate. The temperature response on the backside 
of the stainless steel, the location of the TLC layer in actual 
experiments, is used to back out h using the semi-infinite solid 
solution with and without the time lag (lumped capacitance) 
correction. This numerical experiment is carried out for 30 m/ 
s and 50 m/s using two thicknesses of stainless steel, 0.08 mm 
and 0.13 mm. An example of the results is shown in Fig. 3. In 
each case, the addition of the lumped capacitance correction to 
the time that the TLC reaches its calibration temperature im­
proves the model greatly. Even in the worst case of an imposed 
h corresponding to a free-stream velocity of 50 m/s, the backed 
out h with a stainless steel thickness of 0.13 mm is within 4 
percent of the imposed values. The smooth composite surfaces, 
which are compared to the results from Plexiglas in the next 
section, are 0.1 mm thick. 
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To experimentally assess the effects of using the composite 
region and the time lag correction to the semi-infinite solid, a 
series of identical tests was accomplished using both a Plexiglas 
and composite test piece. The associated line plot is given in 
Fig. 4. Clearly, as the finite difference work predicted, the model 
for the composite plate provides h values that compare well 
with those determined from the Plexiglas semi-infinite model. 

Assessing the model for the rough composite plate is slightly 
more challenging. The code grid (Fig. 5) is set up to model the 
area ratio (ARS/A) present for the two rough surfaces tested 
(ARSIA = 1.18 and 1.26) and to have the same base stainless 
steel thickness (0.1 mm). 

In this work, the reported heat transfer coefficient (h) is for 
the planar area (A) of the surface, not the wetted surface area 
(ARS). This is done instead of reporting a convective heat trans­
fer coefficient (hRS) based on the wetted rough surface area 
where h is more useful to the engine designer who knows the 
planar area (A) but would have to estimate the wetted surface 
area of the rough surface (ARS). A convenient result of the 
model, expounded upon in the theory section, is that the h 
determined in this method is naturally based on the planar area 
of the surface. 

To assess the model and the use of the planar h, the following 
numerical experiment is run. For each roughness size a constant 
h is imposed on the wetted surface area. The transient experi­
ment runs until each grid point on the stainless steel/epoxy 
interface reaches the calibration temperature of the TLC. As is 
done in processing the actual data, the time for this one 
roughness element area to reach the TLC calibration tempera­
ture is taken as the average time each grid point (each pixel 
for the actual experiments) reaches the TLC calibration temper­
ature. From this time, an h is backed out using the semi-infinite 
solid solution with the lumped capacitance correction. 

As expected, the roughness element does enhance the heat 
transfer, as Fig. 6 indicates. However, the ratio hRSlh for each 
roughness element is less than the area ratio (ARS/A) providing 
a fin effectiveness of less than unity. This is physically appro-

150.0 rr-Ow i O « - 4 ) 

13.0 
X(om) 

23.0 

priate because the slight temperature gradients in the stainless 
steel, with hot spots near the corners of the rough element, 
result in a lower convection temperature potential for those 
areas. 

To assess whether the calculated planar h models the en­
hanced heat transfer correctly, an energy storage calculation is 
accomplished. The time the interface reaches the TLC calibra­
tion temperature field in the composite is used to determine the 
total energy input since the start of the numerical experiment. 
For example, with the Ra = 0.18 mm surface and an imposed 
hRS = 150 W/m2K, the total energy into the surface in 19.9 
seconds is 160.9 J/m. The h for this experiment is 183.1 W/ 
m2K or 22% greater than hRS- At this point, the planar h of 
183.1 W/m2K is imposed on a smooth composite plate with 
the same mass of stainless steel above the epoxy as for the 
rough surface. At 19.9 seconds the numerical experiment on 
the surface is stopped and again the energy into the surface 
calculated. The result is 153.7 J/m or 4.4 percent less than was 
actually imposed on the surface. This experiment was carried 
out for two cases of hRS for each roughness. Table 1 shows that 
in each case a slight energy deficit occurs. The percent energy 
deviation provides an indication that h may be under determined 
by this model by 3 percent for the R = 0.1 mm surface and 
about 5 percent for the if = 0.18 mm surface. 

Based on the comparison, both numerically and experimen­
tally, made of h between data taken with the composite region 
and those taken with an all Plexiglas model, several conclusions 
for the experimental work to follow can be made. First, thermal 
gradients are not severe enough to cause lateral conduction to be 
a problem for the composite plate model. Second, heat transfer 
coefficients determined for the rough surfaces should be consid­
ered to have a negative bias as large as 5.6 percent. This bias 
is included in the experimental uncertainty analysis reported in 
the results section. 
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Table 1 Finite difference, rough element energy deviation 

Ra, 
mm 

hRS, 
W/m2K 

h, 
W/m2K 

ARS/A hRS/h % 
Deviation 

0.10 150 173 1.18 1.15 -2.3 
0.10 300 342 1.18 1.14 -3.1 
0.18 150 183 1.26 1.22 -4.4 
0.18 300 363 1.26 1.21 -5.6 

Available Empirical Correlation 
For an aerodynamically smooth surface, Reynolds analogy 

can be used to relate the convective heat transfer process to the 
shear stress at the wall. For a smooth surface, the primary 
mechanism for exchanging both momentum and energy in the 
turbulent boundary layer is through turbulent exchange. This 
leads to the equality of the momentum and energy diffusivities 
within the turbulent boundary layer (Reynolds analogy). For a 
rough surface, however, Reynolds analogy no longer applies. 
On a rough surface an apparent sheer stress is transmitted to 
the surface as the result of dynamic or pressure forces on the 
area normal to the flow direction, but there is no similar mecha­
nism for heat transfer. The energy can be transferred by turbu­
lent exchange down to the plane of the roughened elements, 
but the final energy transfer must be through the mechanisms 
of molecular conduction. The difference in primary mechanism 
requires a different mixing length model than that used for 
aerodynamically smooth law-of-the-wall developments. 

The majority of studies of uniformly rough surfaces have 
been conducted for fully developed pipe and channel flows. In 
these cases, the determination of the skin friction coefficient is 
very straightforward and is directly related to the static pressure 
drop in the pipe. For flat surfaces in an external flow environ­
ment, the studies are much fewer. In fact, the only available 
empirical correlation relating flow conditions and surface 
roughness to surface heat transfer characteristics for flat plate 
"external" flow is one given by Kays and Crawford (1980): 

St = 

SL 
2 

pU*cp 
(8) 

Pr, + 

In this correlation for Stanton number (St), Pr, is turbulent 
Prandtl number and has been shown to be approximately con­
stant for air with a value of 0.9 (Pimenta et al., 1975). cf is the 
coefficient of friction, and St* is the roughness Stanton number. 
Using a thermal-law-of-the-wall development and the experi­
mental investigation of Dipprey and Sabersky (1963), Pimenta 
et al. (1975) developed the following correlation for St*: 

St, = 
uTcpp 

where uT is shear velocity 

T o CtUa, 2 

p 2 

and Re* is roughness Reynolds number 

UrKs 

Ret = 

(9) 

(10) 

(11) 

C in Eq. (9) is an empirical constant and is a function of the 
rough surface geometry. For closely packed spheres, Pimenta 
et al. (1975) found a value for C of 1.0. k, is equivalent sand 
roughness. In order to use this correlation for comparison to 
the experimental data, the shear velocity must be known at the 

downstream point where the comparison is made. In addition, 
the equivalent sand roughness must be determined. 

To be able to assign appropriate qualities to these parameters, 
a boundary layer study was conducted. The boundary layer 
thickness, momentum thickness, and displacement thickness are 
determined for each plate at discrete locations downstream. In 
these cases, the thickness is given as a height above the average 
surface height (Ft) as defined in Fig. 2. Boundary layer measure­
ments were conducted with a Preston tube at locations between 
the roughness elements. Due to the close proximity of elements, 
hot-wire measurements proved to be impractical. 

With the boundary layer thickness determined for each rough 
surface at 30 m/s and 50 m/s, it is possible to determine the 
shear stress at the wall from the appropriate form of the integral 
momentum equation and thus determine the shear velocity or 
friction coefficient at those locations. 

(12) 

The second term on the right-hand side takes into account the 
pressure gradient present in the investigated flows. For this 
work, this term is, in general, more than one order of magnitude 
smaller than the first term but is included for completeness. 
From Eqs. (12) and (10), C/is determined at four downstream 
locations for each test. 

Again, using a law of the wall logarithmic curve fit and the 
available experimental data, Pimenta et al. (1975) present the 
following empirical relationship for a rough surface in the fully 
rough region where no pressure gradient and no transpiration 
are present: 

To d62 c (, 6t\ 1 dU< 
= — + 82 2 + — 

pUi. dX V 82) U«, dX 

2 

0.168 

In 
845 

(13) 

It is clearly realized that the law-of-the-wall curve fit will 
change and thus the correlation given by Eq. (13) if, as in the 
case of this study, a pressure gradient is present. However, as 
with the analysis of cf using the momentum integral equation, 
the effect is expected to be small for the mild acceleration ( < 4 
percent over the plate length) present in this study. This should 
provide a ks of the right order and permit a general comparison 
between St given by Eq. (8) and the experimental results of 
this work. 

Results and Discussion 
Tests are conducted for each rough surface, Ra = 0.1 mm 

and Ra = 0.18 mm at free-stream velocities of 30 m/s and 50 
m/s. In order to provide a more meaningful measure of the heat 
transfer into the wall in a given area, the coefficients presented 
are averaged over a roughened elements base area. The 7.62 
cm by 20.3 cm rough surface of each composite plate has 1650 
elements arranged in rows of 25 elements. This equates to 9.68 
square millimeters of base area per element. The video frame 
grabber system is set up to average 16 pixels in a square pattern 
to arrive at the time each base area reaches the TLC calibration 
temperature. Based on experimental uncertainties and the nega­
tive bias found in the rough element finite difference work, 
uncertainties for the locally determined h values are - 7 to +4 
percent for the Ra = 0.18 mm plate and - 6 to +4 percent 
for the Ra = 0.10 mm plate. The experimental uncertainties are 
estimated based on the single sample method of Kline and 
McClintock (1953). h values reported are obtained by laterally 
averaging the heat transfer coefficients at a given downstream 
location over the center half of the test surface (Figs. 7 and 8). 
Figures 9 and 10 provide the rough surface convective heat 
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Fig. 9 hns/h, effect of roughness, U, = 30 m/s 
Fig. 7 ft, effect of roughness, U, = 30 m/s 

transfer coefficients normalized by the smooth surface 
coefficients. 

It is clear a tremendous penalty is paid in terms of heat 
transfer to the surface for the increased roughness. For the Ra 
= 0.1 mm surface, the ARSIA is 1.18 and the increase at both 
velocities is approximately 70 percent over the smooth surface 
(hRSlh = 1.70). For the Ra = 0.18 mm surface, ARSIA is 1.26 
and hRSlh is approximately 2.2 or over double the heat transfer 
rate into the surface. 

The conclusion here is clearly that the increase in h is due 
to more than the effect of increased area. The energy transport 
in the boundary layer has been enhanced by the increased turbu­
lence levels near the surface. As an example and shown in 
Fig. 11, the boundary layer velocity profile shows a greater 
momentum deficit near the surface for the rough surface as 
compared to the smooth surface. This corresponds to the higher 
drag present on the rough surfaces. 

The effect of a rough surface is to thin the viscous sublayer 
at the wall surface. For Re* > 70, the fully rough surface, the 
sublayer disappears entirely (Kays and Crawford, 1980). This 
means eH no longer goes to zero at the wall, and turbulent 
transport of momentum and heat is available all the way to the 
surface. This is in contrast to Rsk < 70 where the viscous 
sublayer, a layer close to the wall that is nearly laminar in 
nature, is present and turbulent transport is not significant (eH 

« 0). The absence of the viscous sublayer and high eH near 
the wall account for the large increase in the convective heat 
transfer coefficient. 

The profiles clearly indicate the higher momentum deficit 
present for the rough surfaces and correspond to a higher drag 
on the surface. By fitting a power law curve to the velocity 
profiles, momentum thickness and displacement thickness are 
determined for each case at four downstream locations, X = 
22.2, 57.2, 87.4, and 112.8 mm. For a smooth turbulent plate 

a = power low fits the data extremely well. For the Ra = 0.1 
mm surface the power low is approximately | and for the Ra 
= 0.18 mm surface approximately JJ. With this information, 
the friction coefficient at each downstream location is deter­
mined from Eqs. (12) and (10). 

Using the boundary layer information for X = 63.5 mm and 
87.4 mm where the rate of the change of boundary layer thick­
ness is most accurately known, the ks for each surface is backed 
out of Eq. (13). The results are ks = 1.32 ± .2 mm for the Ra 
= 0.1 mm surface and ks = 3.4 ± .5 mm for the Ra = 0.18 
mm surface. 

The variation in ks appears to be large, but the effect on the 
empirical heat transfer coefficient and Stanton number calcu­
lated from Eq. (8) is less than 1 percent. This variation in ks 

may be present because of the presence of high turbulence 
level and changing turbulence with downstream location. In this 
work, the higher ks is associated with the 57.2 mm downstream 
location and the lower k, with the 87.4 mm location. The work 
done by Schlichting (1936) to determine equivalent sand 
roughness was accomplished in a water tunnel with very low 
free-stream turbulence levels and a fully developed flow. Like­
wise, although this could not be confirmed, the work by Pimenta 
et al. (1975) was most likely accomplished in a low free-stream 
turbulence environment. The 4 percent increase in velocity 
through the present test region makes some variation in the 
results from Eq. (13) inevitable. The bottom line, however, is 
this variation has little importance on the predicted Stanton 
number, which is primarily a function of cf at any given down­
stream location. 

As far as the magnitude of ks for each surface, it may initially 
appear strange these values are 2.4 and 3.0 times larger than 
the absolute height of the corresponding roughness element. 
However, a review of Schlichting's (1936) work indicates for 
densely packed spheres the ratio kslk is as high as 3.8. 

The Stanton numbers from Eq. (9) for the four test situations 
are matched against the experimental results in Fig. 12. The 

hj^/h 2 -

Fig. 8 h, effect of roughness, U, = SO m/s Fig. 10 hRS/h, effect of roughness, U, = 50 m/s 
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legend is coded where Ra 1V30 corresponds to the Ra = 0.1 
mm surface at an entrance velocity of 30 m/s, etc. 

In viewing these figures, the lowest Re, of 171 appears for 
the Ra = 0.1 mm surface at a location 112.8 mm downstream 
of the splitter plate leading edge. This means the surface condi­
tions of all tests are, as originally assumed, in the fully rough 
region. The comparison between experimental and empirical 
results are very good. The constant in Eq. (9) is left as 1.0 as per 
Dipprey and Sabersky (1963). This constant can be modified to 
provide a better match, as can the power coefficient on Re,. 
This was not done for this comparison. 

One trend to note in viewing Fig. 12 is the slopes of the 
empirical and experimental linear curve fits are consistently 
different. This is most likely because of the slight acceleration 
of the mainfiow in the present experimental results. Equation 
(8) is developed for constant free-stream flow over a rough 
surface. In analyzing the data in Fig. 12 for each flow condition, 
the flow moves through the test model from high Re* to lower 
Re, values. At positions further downstream, the boundary layer 
thickness is smaller and the convection heat transfer coefficient 
higher than would be the case for a nonaccelerating flow. 

Based on the match between the empirical and experimental 
data in this section, Eq. (8) would seem to be an excellent 
analytical tool for use in design work. 

Closure 
This study focuses on obtaining information on the effects 

of surface roughness on convective heat transfer characteristics 
for conditions present on the pressure side of a typical high 
performance first stage turbine vane. The present work presents 
the experimental apparatus and test model necessary to success­
fully extend liquid crystal techniques to a rough composite plate. 

It is clear a tremendous penalty is paid in terms of heat 
transfer to the surface for increased roughness on the order of 
the smooth surface boundary layer momentum thickness. The 
Ra = 0.1 mm surface showed an increase in heat transfer of 70 
percent over a smooth surface at the same flow conditions, 
while for the Ra = 0.18 mm (Ra ~ <52) surface this increase 
was as high as 120 percent. This increase in heat transfer was 
much greater than was the increased wetted surface area of 
the rough surfaces compared to the surface planar area. The 
conclusion here is the increase in h is due to more than the 
effect of increased heat transfer area. In this case, the energy 
transport in the boundary layer has been enhanced by the in­
creased turbulence levels near the surface. 

Experimental Stanton numbers compare well with those pre­
dicted by an empirical relationship presented by Kays and Craw­
ford (1980). Based on this comparison, Kays and Crawford's 
(1980) empirical correlation for Stanton number appears to 
be an excellent analytical tool and, conversely, the empirical 
correlation tends to validate the experimental model used here. 
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Fig. 11 Boundary layer velocity profile for rough surfaces, X = 112.8 
mm, Ux = 30 m/s 

Fig. 12 Stanton number, experimental versus empirical 

With the test method validated, this approach could now be 
applied to random rough surfaces (e.g., irregular rough element 
height and spacing) more representative of turbomachinery sur­
faces. It is unclear at this point that Ra values are the correct 
measure of roughness. Certainly, very different surfaces can 
have the same Ra values and yet would be expected to have 
quite different heat transfer and flow characteristics. For the 
present, quantifying the surface in terms of ks seems appropriate 
for the uniformly rough surface. For the irregular rough surface, 
more representative of hot section surfaces, an appropriate fig­
ure of merit that describes roughness in terms of its effect on 
heat transfer and flow characteristics is not readily apparent but 
would benefit this area of study greatly. 
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The Influence of Large-Scale 
High-Intensity Turbulence on 
Vane Heat Transfer 
An experimental research program was undertaken to examine the influence of large-
scale high-intensity turbulence on vane heat transfer. The experiment was conducted 
in a four-vane linear cascade at exit Reynolds numbers of 500,000 and 800,000 based 
on chord length. Heat transfer measurements were made for four inlet turbulence 
conditions including a low turbulence case (Tu = 1 percent), a grid turbulence case 
(Tu = 7.5 percent), and two levels of large-scale turbulence generated with a mock 
combustor at two upstream locations (Tu = 12 percent and 8 percent). The heat 
transfer data demonstrated that the length scale, Lu, has a significant effect on 
stagnation region and pressure surface heat transfer. 

Introduction 
Flow features such as high levels of combustor-generated 

turbulence, hot streaks, and secondary flows all contribute to 
the difficulty in assessing gas path heat transfer. Unfortunately, 
few studies exist where these features have been studied and 
comprehensively documented. Consequently, few heat transfer 
programs have included relevant and extensively documented 
inlet conditions. 

The focus of this research is to examine the influence of 
turbulence on vane heat transfer across a relevant range of 
turbulence boundary conditions. In this study a range of turbu­
lence scales and intensities have been generated and comprehen­
sively documented at two exit Reynolds numbers. The resulting 
heat transfer from a vane has been determined and compared 
across these conditions. 

Background. Turbulence has been found to have a strong 
effect on turbine airfoil stagnation region and pressure surface 
heat transfer. Arts et al. (1990) found a 100 percent increase 
in heat transfer on the laminar portion of a vane pressure surface 
for 6 percent grid turbulence. Yet, turbulence levels at the en­
trance to turbine nozzles can be much higher than 6 percent. 
Bicen and Jones (1986) measured turbulence levels, based on 
the bulk exit velocity, ranging from 13 to 20 percent using a 
model can-type combustor. Ames and Moffat (1990) measured 
turbulence levels ranging from 15 to 17 percent at the exit of 
a mock combustor with energy scales (Lu = 1.51 K ' |3 / e) rang­
ing from 33 to 50 percent of the exit height. 

The component of turbulence normal to a surface is responsi­
ble for turbulent mixing in the normal direction and hence heat 
transfer augmentation. When the turbulent length scale (Lu or 
Lx) is large compared to the distance from the surface, the 
distance (or mixing length) the velocity scale will act will be 
proportional to the distance from the wall. Hunt and Graham 
(1978) calculated the response of turbulence near a flat surface 
and found that the normal integral scale, Ly, was proportional 
to the distance from the surface and that the normal component 
of turbulence, v', scaled on yin. This response of Ly and v' 
near a surface is due to the blocking by the surface of the. 
turbulent eddies, which are large compared to the distance from 
the surface. Thomas and Hancock (1977), investigating grid 
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generated turbulence near a moving wall, closely corroborated 
Hunt and Graham's results. Ames and Moffat (1990) studied 
the influence of large-scale turbulence on turbulent boundary 
layer heat transfer and successfully used Hunt and Graham's 
results to develop a correlating parameter. Thole and Bogard 
(1995) provide a good review of this class of flows and compare 
several parameters, including Ames and Moffat's for correlating 
turbulence effects on heat transfer. 

Turbulence approaching a stagnation region varies in its re­
sponse compared to turbulence near a flat wall, but turbulent 
scale still has an important influence on heat transfer augmen­
tation. Hunt (1973) calculated turbulence approaching a cylin­
drical stagnation region and found that, similar to a flat plate, 
the relatively large-scale eddies were blocked by the surface's 
presence. In addition, Hunt determined that relatively small 
eddies were amplified by the straining around the surface. Brit-
ter et al. (1979) measured turbulence approaching a cylinder 
and their results corroborate Hunt's earlier calculations. Ames 
and Moffat (1990) used Hunt's results to develop a correlating 
parameter for stagnation region heat transfer, which included 
the effects of energy scale (Lu) and correlated the influence of 
the large-scale turbulence they generated over a four to one 
range in diameters within ±4 percent. Van Fossen et al. (1995) 
studied the effect of integral scale, Lx, on stagnation region 
heat transfer to an elliptical and cylindrical leading edge and 
developed a correlation that included a strong dependence on 
integral scale. 

Implications for Heat Transfer. Turbulence intensity and 
scale as well as characteristic Reynolds number have an im­
portant influence on heat transfer augmentation. The pressure 
surface of a vane subjected to the large-scale high-intensity 
turbulence of a combustor produces high levels of heat transfer 
augmentation. In order to develop accurate predictive capabili­
ties for vane heat transfer, the influence of turbulence over a 
range of relevant characteristics and chord Reynolds numbers 
needs to be investigated. 

The objective of this study was to investigate the influence 
of large-scale high-intensity turbulence on turbine vane heat 
transfer. In this study, two levels of mock combustor turbulence 
and one level of grid turbulence were generated and carefully 
characterized. The resulting heat transfer to a modern vane was 
determined. The development of the flow and turbulence 
through the passageway was characterized and is reported by 
Ames (1994). Also, the turbulence characteristics and growth 
of the vane wake were investigated and are reported by Ames 
(1994) and Ames and Plesniak (1995). 
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Experimental Approach 
The four vane cascade used in this study is connected to an 

in-draft blower. The blower is rated at 1.13 m3/s (2400 scfm) 
with a pressure rise of 10.3 kPa (1.5 psia). The Plexiglas walled 
cascade was originally built by Zimmerman (1990) to facilitate 
three component laser anemometry measurements. The cascade 
airfoils are 4.5 times scale C3X vanes. The vane profiles are a 
two-dimensional slice from a first-stage nozzle for a helicopter 
engine. This vane geometry was previously used by Nealy et 
al. (1984) for determining heat transfer distributions in a warm 
cascade rig. 

The arrangement of the four-vane cascade is shown schemati­
cally in Fig. 1. The cascade has a row of nine static pressure 
taps across two passages at the inlet, 3.68 cm upstream of the 
plane of the vane leading edges to monitor inlet static pressure 
uniformity. The cascade is also instrumented with a row of nine 
static pressure taps spanning two passages at the exit, 16.35 cm 
from the inlet plane or 9.37 cm axially downstream from the 
vane leading edges, to monitor exit static pressure uniformity. 
The inlet uniformity is set with bleed flow adjustments located 
below vane 1 and above vane 4. The exit flow uniformity is set 
by the tailboards, which pivot just downstream from the trailing 
edge of vanes 1 and 4. The inlet access ports, labeled 1 through 
8, accommodated inlet total pressure, temperature, and hot-wire 
probes used to reference and survey the inlet conditions. The 
location of the inlet probe access plane is 3.68 cm upstream 
from the vane leading edge plane. 

The coordinates for the 4.5 times scale C3X vane geometry 
are given by Nealy et al. (1984) and the vane is shown schemat­
ically in Fig. 2. The vane true chord length is 14.493 cm and 
the axial chord is 7.816 cm. The vane spacing is 11.773 cm 
and the passage has a throat of 3.292 cm. The diameter of the 
leading edge is 2.337 cm and the diameter of the trailing edge 
is 0.340 cm. The stagger angle of the vane is 55.47 deg and 
the calculated air exit angle is 72.4 deg. The height of the vane 
is 7,62 cm. 

The cascade was run at exit Reynolds numbers based on 
chord length of 800,000 and 500,000 for this study. At sea level 
take off, exit Reynolds numbers of first-stage vanes would be 
about 800,000 for a small helicopter engine, could range from 
one to two million for a medium sized turboprop or turbofan 
engine, and could range to several million for a large turbofan 
engine. Exit Reynolds numbers at altitude cruise could easily 
be a factor of four smaller than these. Hence, the Reynolds 

Nomenclature 

c = vane chord length, m Ma„ = Mach number based on exit con­ U = streamwise velocity, m/s 
Cp = specific heat at constant pres­ ditions u' = rms streamwise fluctuation veloc­

sure, J/kg/K Nu = Nusselt number = h Dlk ity, m/s 
D = leading edge diameter, m Nu0 = baseline Nusselt number in the v' = rms normal fluctuation velocity, 

( * i ) = one-dimensional spectrum absence of turbulence m/s 
function for u', Ey{ky) - P = pressure, Pa w' = rms spanwise fluctuation velocity, 
Edf) U/2TT Ps = static pressure, Pa m/s 

( * i ) = one-dimensional spectrum P, = total pressure, Pa X = streamwise distance along the air­
function for v', E2(ki) = Re = Reynolds number foil, m 
E2(f) U/2ir Re,,* = exit Reynolds number = Y = normal distance from the surface, 

f • = frequency, 1/s Pex Uex C/jl m 
h--= heat transfer coefficient, St = Stanton number = hlpex Uex Cp e = turbulent dissipation, m2/s3 

W/m2/K St„ = baseline Stanton number in the p. — dynamic viscosity, Pa s 
k--= thermal conductivity, W/m/K absence of turbulence p = density, kg/m3 

* i = = wavenumber = 2irf/U T = temperature, K 
Subscripts Lu -= energy scale = 1.5 \u' 3/e, m Tu = turbulence intensity = u'7t/« Subscripts 

Lx --= longitudinal integral scale of Tu„ = = normal component turbulence in­ °o = references to free-stream conditions 
turbulence, m tensity = v'/Ux, ex = references to exit static pressure tap 

Ly- = surface normal lateral integral Tu0 = = turbulence level at reference posi­ plane location 
scale, m tion in = references to inlet static pressure 

tap plane location 
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Fig. 1 Schematic of four-vane cascade 

numbers investigated in this study fall in the middle of the 
operating range for aircraft gas turbines. 

Turbulence Generators. Four inlet turbulence boundary 
conditions were developed for this study. The conditions con­
sisted of a low-turbulence (1.1 percent) base case, a grid-gener­
ated turbulence case to produce a moderate level (7.8 percent) 
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13.308 cm 

Fig. 2 C3X vane geometry 

of relatively small scale (Lu = 1.36 cm) turbulence, and two 
cases with simulated combustor turbulence to produce a moder­
ate and high level (8.3 and 12.0 percent) of relatively large scale 
(Lu = 4.26 cm and 3.36 cm) turbulence. The inlet geometry for 
the low-turbulence condition consisted of an inlet filter to re­
move dust from the air, two nylon screens to reduce the inlet 
velocity fluctuations, an eight-to-one two-dimensional contrac­
tion nozzle to reduce the level of the streamwise turbulence 
intensity, and a 25.4-cm-long, 7.62-cm-wide by 42.54-cm-high 
rectangular section, which was used to connect the two-dimen­
sional nozzle to the cascade. 

The inlet geometry for the grid-generated turbulence was the 
same as the low-turbulence case, except that a grid was installed 
in the rectangular section. The grid was fabricated from 0.317 
cm square steel bars, with a spanwise spacing of 1.524 cm and 
a pitchwise spacing of 1.588 cm, producing a 63 percent open 
area grid. The grid was positioned 12.7 cm upstream from the 
cascade inlet to document the inlet turbulence characteristics at 
a position 16 cm downstream from the grid. The forward posi­
tion at 8.9 cm upstream of the cascade inlet, which was in turn 
6.98 cm upstream from the vane leading edge plane, placed the 
grid 15.9 cm upstream from the leading edge of the vanes. The 
grid was placed in the forward position for all measurements 
except for documentation of the grid inlet conditions. 

A schematic of the simulated combustor is shown in Fig. 3. 
Air enters at ambient conditions into a 59.06 cm wide by 42.54 
cm high plenum, where it is directed through the rear and side 
panels of the simulator liner. The flow through the back panel 
slots combines with flow through the first row of holes in the 
side panels to create a recirculation zone inside the simulator 
liner. The second row of holes in the side panels simulate dilu­
tion jets. The simulator undergoes a two-to-one contraction from 
the liner into the inlet of the cascade through a 15.24-cm-long 
nozzle. The flow produced by the rectangular mock combustor 
is very much like a two-dimensional representation of the flow 
in a typical annular combustor and the resulting turbulence 
level and scales are believed to be representative of current 
technology combustors. While the flow in this mock combustor 
lacks the density gradients generated by combustion, this mock 
combustor, like a real combustor, has a relatively long residence 
time compared to the exit turbulent time scale. The relatively 
long residence allows time for the small-scale turbulence to 
decay, leaving only the large energetic motions and the turbulent 
energies cascading from them. Thus, both mock and real corn-

All Units in Centimeters 

II IT 

I J 
Hh 5 2 II 

59.06 6,10 

:J 
Cross Sectional View Side Panel 

I- 2.064 
-14.448 
—16.51—I 

Back Ponei 

Fig. 3 Schematic of combustor turbulence generator 

bustor will have energy scales, Lu, that are proportioned on the 
exit height of the combustor. 

The configuration, with the combustor simulator closely 
attached to the cascade inlet, is referred to as the ' 'close combus­
tor" or comb(l) configuration. The second combustor simula­
tor configuration, referred to as the "far combustor" 
[comb(2)], adds the 25.4-cm-long rectangular spool between 
the combustor simulator and the cascade inlet. With the spool 
section between the simulator and cascade, the combustor-gen-
erated turbulence has sufficient time to decay to a level similar 
to that of the grid turbulence. A more complete description of 
the turbulence generators, the cascade, and the inlet conditions 
is given by Ames (1994). 

Vane Pressure Distribution. The baseline pressure distri­
bution for the low-turbulence case is given in Fig. 4. The mea­
sured pressure distribution, shown with symbols, is compared to 
a numerical prediction based on a compressible stream function 
formulation. The analysis assumes the air exit angle is 72 deg. 
In general, the predicted and measured distributions compare 
well. The small differences between the predicted and measured 
pressure distributions are most likely due to the idealizations 
used in the stream function analysis. For example, the stream 
function analysis does not account for blockage due to develop­
ment of the suction and pressure surface boundary layers, sepa­
ration at the trailing edge, or the separation bubble on the suction 
surface. 
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Fig. 5 Comparison of baseline heat transfer test with STAN7, Re,» = 
780,000 

Heat Transfer Vane Description. The solid epoxy vane 
used for the heat transfer measurements had fine-gage chromel-
alumel thermocouples cast into the surface. The vane was cov­
ered with a 0.025-mm-thick Inconel foil used to generate a 
constant surface heat flux. The heating started at 1 cm from the 
trailing edge on the pressure surface and ended at 1.45 cm from 
the trailing edge on the suction surface. Prior to the beginning 
of heating, the foils were connected to a 0.254-mm-thick and 
6.35-mm-wide copper bus bar using resistance welding. A shal­
low indentation was milled in the airfoil surface to accommo­
date the bus bars. The Inconel foil was bonded to a 0.127 mm 
Kapton backing material. The Kapton was adhered to the airfoil 
surface using a high-temperature acrylic adhesive. The resulting 
vane surface was aerodynamically smooth and visually attrac­
tive. 

A heat transfer baselining test was conducted at the low-
turbulence condition. The procedure included running the test 
without heating to obtain the recovery temperatures along the 
vane. Next, the test was conducted with the vane heated. The 
thermocouple temperatures for the heated case were input into 
the finite element analysis. The FEA analysis provided the extra 
surface normal heat flux due to conduction through the epoxy 
vane and the surface temperature, which was extrapolated from 
the vane thermocouples. The heat transfer coefficient was deter­
mined from the net surface heat flux and the surface-to-recovery 
temperature difference. The net heat flux was determined from 
the foil heat flux plus the conduction heat flux less the radiative 
heat flux. The radiation loss was estimated by assuming the 
emissivity of the foil was 0.2 [based on polished Inconel, Siegel 
and Howell (1981)] and that the foil was radiating to a black 
body with a temperature equal to the inlet air. The radiative 
loss was estimated to be no more than 1.5 percent of the total 
heat flux for the baselining test. A comparison between the 
experimentally determined heat transfer coefficient and a heat 
transfer coefficient determined from the measured pressure dis­
tribution and a finite difference boundary layer calculation 
[STAN7, Kays (1987)] is shown in Fig. 5. The comparison on 
the pressure surface and the laminar part of the suction surface 
is excellent. The variation at the start of the stagnation point is 
probably due to the difference between the actual velocity and 
temperature distributions and the ones input into the boundary 
layer code. On the suction surface, as the boundary layer devel­
ops along the adverse pressure gradient, the code calculates 
boundary layer separation and cannot continue. The calculated 
point of separation appears to be near the point where the vane 
has a laminar separation and then transitions. This comparison 
between the calculated and predicted heat transfer coefficients 
along the vane agrees within ±5 percent and gives confidence 
in the experimental technique. The low-turbulence heat transfer 

tests were repeated at both the same and a reduced surface heat 
flux and showed good agreement. 

Data Acquisition and Reduction. This experiment used a 
PC-based data acquisition system. Pressure measurements were 
made using a Scanivalve and two 6.9 kPa (1 psid) pressure 
transducers calibrated against an AMETEK dead weight tester. 
Steady state voltage signals were integrated over 1 power line 
cycle using an HP digital multimeter with 100 nanovolt sensitiv­
ity and 2.5 microvolt accuracy and were averaged over 10 read­
ings. Signals were multiplexed using an HP scanner. The hot­
wire signals were collected using an Analog Devices RTI-860 
board with simultaneous sample and hold capability and a 200 
kHz throughout (50 kHz per channel in simultaneous mode). 
The hot wires were powered with two DISA 55M system con­
stant-temperature anemometer bridges. The hot-wire signal was 
biased and amplified to take advantage of the full 12 bit resolu­
tion of the data acquisition card. The probes were calibrated 
against a low free-stream turbulence jet and the calibration was 
fit to a fourth-order polynomial. Jorgensen's decomposition [see 
Frota (1982)] was used to determine the instantaneous velocity 
vector. 

Data Uncertainties. The data uncertainties were estimated 
based on the root mean square method [ see Kline and McClin-
tock (1953)]. Determination of total pressure resulted in an 
absolute uncertainty of about one percent at the inlet and about 
0.25 percent at the exit. Determination of the velocity from the 
pressure at the inlet and exit had an uncertainty of about 2 
percent due to the uncertainty in the local static pressure. The 
mean velocity as determined by single wire had an uncertainty 
of about two percent. The single largest source of uncertainty 
in U was due to room temperature variations, which could range 
by as much as 9°C during some days. The response of the hot 
wire due to this temperature change was compensated for. The 
change in anemometer voltage due to the variation in the elec­
tronics temperature was not compensated for. The uncertainty 
in the turbulence level determined from the single wire was 
estimated to be about 3 percent. The X-wire velocity had an 
uncertainty of about 3 percent due to random fluctuations, room 
temperature variation, and errors due to binormal fluctuations 
(w') [see Wubben (1991)]. The estimated uncertainty in u' 
and v' was 4 percent for the X-wire. The absolute uncertainty 
of the heat transfer data was estimated to be ±5 percent. The 
relative uncertainty of the experimental data was estimated to 
be ±2.4 percent for run-to-run comparisons. 

Inlet Conditions and Turbulence Characteristics. The 
cross-span distributions of total pressure, velocity, turbulent 
components, and spectra were taken at circumferential locations 
2 and 6 (see Fig. 1). The root mean square variations in total 
pressure in the central 3 cm of the 7.62 cm span were 0.3, 1.0, 
1.0, and 2.8 percent for the low turbulence, comb (1), comb (2), 
and grid conditions, respectively. Single wire surveys deter­
mined that the turbulence levels based on u' were 1.0, 12.8, 
8.6, and 7.8 percent for the low turbulence, comb(1), comb(2), 
and grid condition. Based on X-wire surveys, the ratios of v'I 
u' for the comb(l) , comb(2), and grid conditions were 1.18, 
1.09, 1.04. Since the grid was positioned 16 cm upstream from 
the probe for the turbulence measurements and 15.9 cm up­
stream from the leading edge for taking the heat transfer data, no 
correction for decay was needed. For the comb(1) and comb(2) 
configurations, which allowed for 3.68 cm of decay from the 
measuring location to the vane leading edge plane, the following 
method can be used to estimate the decay over this short dis­
tance (Ames, 1994): 

Tu(X) = 1/[1/Tu(0) + X/(2Lu)] 

Records of streamwise velocity versus time were taken to 
characterize the turbulence scales and dissipation. Forty files of 
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Table 1 Inlet turbulence characteristics 

Condition Tu U, m/s Lx, cm Lu, cm e, m3/s 

Low turbulence .011 29.6 5.11 6.64 0.74 
Low turbulence .009 19.3 8.50 18.7 0.045 
Comb(l) .129 29.5 1.70 3.36 2460 
Comb(l) .134 19.5 1.56 3.16 840 
Comb(2) .086 29.3 2.10 4.26 562 
Comb(2) .083 19.3 2.08 4.34 143 
Grid .078 30.5 1.15 1.36 1482 
Grid .075 19.4 1.10 1.10 415 

8192 points were taken, analyzed using a fast Fourier transform 
(FFT) algorithm, and averaged to obtain the one-dimensional 
spectrum of u' at each location. The spectrum, in log coordi­
nates, was fit to a - 5 / 3 slope over the inertial subrange to 
obtain an estimate for the dissipation, e, using the following 
relationship [see Ames and Moffat (1990)]: 

£,(/t,) = 1.62(18/55)e2/3fcr5'3 

The value for dissipation was then used to estimate a scale, Lu 
(Lu = 1.5|w'|3/e), which represents the average size of the 
energy-containing eddies and is called the energy scale in this 
paper. Hancock and Bradshaw (1983) use Lu to correlate skin 
friction but refer to it as the dissipation scale. In addition to 
Lu, the longitudinal integral scale was determined. First, the 
autocorrelation in time was calculated using an inverse FFT 
and the integral time scale was determined by integrating to the 
first zero crossing. The longitudinal integral scale was estimated 
by multiplying the integral time scale by the local velocity 
(Taylor's hypothesis). The inlet averaged values of velocity 
(£/«,), integral scale (Lx), energy scale (Lu), and dissipation 
(e) are given in Table 1 for the four turbulence conditions and 
the two exit Mach numbers (0.27 and 0.17). 

One-dimensional spectra were also determined similarly for 
X-wire data and generally agreed well with the single wire data. 
Figure 6 compares the one-dimensional spectra of the u' and 
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Fig. 7 Effects of turbulence on Stanton number distribution, Re„ = 
790,000 

v' components of turbulence for the close combustor condition. 
In the inertial subrange, isotropic relations yield that Ei(k{) = 
4/3 Ei(ki) (Hinze, 1975). All the single point, two component, 
inlet spectra match this relationship within 9 percent, indicating 
the smaller scale eddies show isotropy within experimental ac­
curacy. 

Heat Transfer Results 

This section examines the influence of turbulence level and 
scale on vane heat transfer. First, the results of three turbulence 
cases are compared in terms of Stanton number for the two 
different Reynolds numbers. Next, the data are examined in 
terms of Stanton number augmentation comparing the three 
turbulence levels at constant Reynolds number and then com­
paring the effect of Reynolds number on the three turbulence 
cases. Finally, the data are compared in terms of the absolute 
augmentation of the heat transfer coefficient. 

Stanton Number Results. The heat transfer data for the 
highest Reynolds number comparing the four turbulence condi­
tions are shown in Fig. 7. The elevated turbulence data show a 
substantial augmentation over the low-turbulence baseline case 
throughout the region where the boundary layer is laminar. This 
laminar region includes the stagnation region, all of the pressure 
surface, and the favorable pressure gradient portion of the suc­
tion surface. The main effect of the turbulence on the suction 
surface is to cause the boundary layer to transition at an earlier 
location. Based on our low-turbulence laminar calculation for 
the suction surface, the transition is due to a laminar separation 
for the low-turbulence case. For the three elevated turbulence 
cases, the transition occurs earlier and the laminar heat transfer 
prior to that location is also elevated above the low-turbulence 
case. These observations suggest there is no laminar separation 
occurring for the elevated turbulence cases. Other evidence of 
a laminar separation for the low-turbulence condition includes 
a measured momentum thickness on the suction surface [re­
ported by Ames and Plesniak (1995)], which is 20 percent 
thicker than the high turbulence cases. A comparison of the 
Stanton numbers for the turbulent portion of the suction surface 
shows only a mild increase in Stanton number. Due to the large 
turbulence scales of this experiment relative to the thin airfoil 
boundary layers, the turbulence produces only a small enhance­
ment to the turbulent boundary layer. This observation is consis­
tent with Ames and Moffat (1990) who showed that relatively 
large-scale turbulence has a significantly reduced effect on thin 
flat plate turbulent boundary layers. 

The Stanton number data near the stagnation region of the 
vane show that the grid turbulence has a slightly higher augmen-
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Fig. 10 Influence of turbulence on heat transfer augmentation, Re„, 
510,000 

tation than the close combustor [comb(l)] condition and a 
significantly higher augmentation than the far combustor condi­
tion [comb(2)]. Over the pressure surface, the increase in Stan­
ton number due to the grid turbulence is significantly greater 
than the far combustor condition but lower than the close com­
bustor condition. The legend of Fig. 7 gives values for the inlet 
turbulence level and scale for the four turbulence conditions 
showing that the grid has a lower turbulence level and smaller 
scale than the two combustor turbulence conditions. This result 
confirms that in addition to turbulence level, the turbulence 
scale has an important influence on heat transfer. 

The heat transfer data for the lowest Reynolds number com­
paring the four turbulence conditions are shown in Fig. 8. The 
results are very similar to the results shown in Fig. 7. The 
main difference between the results is that the lower Reynolds 
number data have a lower level of augmentation. The transition 
occurs at about the same location as the higher Reynolds number 
cases because the suction surface transition on this vane is 
driven by the adverse pressure gradient. 

The level of augmentation to Stanton number relative to the 
low turbulence case is shown in Fig. 9. The augmentation to 
the turbulent boundary layer on the suction surface is relatively 
small. The Stanton number augmentation on the leading edge, 
shown at 0.0 cm surface distance, ranges from about 25 percent 
for the far combustor position to about 36 percent for the grid. 
For the close combustor condition, the augmentation over the 
pressure surface exceeds 60 percent for most of the surface. 
The grid and far combustor conditions also produce a high level 
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of augmentation on the pressure surface but lower than the close 
combustor condition. Figure 10 shows the same comparison for 
the lower Reynolds number cases. 

The ability to predict stagnation region heat transfer is im­
portant to the reliability and efficiency of cooled vanes and 
blades. Ames and Moffat (1990) give a correlation for stagna­
tion region heat transfer with high free-stream turbulence. A 
good engineering approximation to their correlation is given 
below: 

Nu/Re!/2 = 0.95 + 0.038 Tu R^u(LulD)-{n 

An estimate for the augmentation in the stagnation region can 
be made by dividing the correlation through by 0.95, the zero-
turbulence value of Nu/Reo2 for air: 

Nu/Nun 1 + 0 .04TuRe^ 1 2 (L«/D) ' 

Using the baseline Stanton number, inlet velocity, and vane 
leading edge diameter, the correlation predicted the stagnation 
region Stanton number of the vane within 5 percent for the three 
turbulence conditions and both Reynolds numbers as shown in 
Fig. 11. 

Based on the work of Ames and Moffat, for a given geometry 
and Reynolds number, the increase in heat transfer should scale 
on the relative value of the free-stream dissipation rate to the 
one-third power (or equivalently TuM Lu^in) provided the tur­
bulent Reynolds number is high enough to support a well-devel­
oped inertial subrange. Figure 6 shows the turbulence generated 
by the combustor simulator for this study passes this criterion. 
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comb(1) 

This Tu™ LuZ}n scaling idea can be used to compare the 
relative level of augmentation observed to the level estimated 
by this formula. The average augmentation for the close com­
bustor conditions was 55.6 percent over the entire pressure 
surface based on the average of local values of augmentation. 
The grid condition had an average pressure surface augmen­
tation of 47.8 percent, which was 86 percent of the close 
combustor augmentation compared with an estimate based 
on Tu,, L « ; " 3 of 88 percent. The far combustor condition 
had an average pressure surface augmentation of 38.9 percent 
or 70 percent of the close combustor augmentation compared 
to an estimate based on Tu„ L « ; " 3 of 64 percent. For the 
lower Reynolds number, the average pressure surface aug­
mentation for the close combustor was 46.4 percent. The 
low-Reynolds-number grid condition had an average pressure 
surface augmentation of 41.8 percent or 90 percent of the 
close combustor condition compared to an estimate of 86 
percent. The low Reynolds number far combustor condition 
had an average augmentation of 34.2 percent, which was 73 
percent of the close combustor average compared to an esti­
mate of 58 percent. The relative augmentation estimated by 
Tu„o Lu^ln generally falls within the uncertainty band of the 
experiment and supports this scaling argument. 

Reynolds number also has an important effect on heat transfer 
augmentation to a laminar boundary layer. Figure 12 shows 
the augmentation for the close combustor condition at the two 
Reynolds numbers. This comparison is similar for the other two 
turbulence conditions. The influence of Reynolds number on 
the relative augmentation is clear from this presentation. The 
data for the three elevated turbulence conditions at the two 
Reynolds numbers allow an opportunity to estimate the Reyn­
olds number dependence of the relative augmentation. Assum­
ing the form (St/St0 - 1) « Re£ with Tu LM~1/3 held constant, 
the Reynolds number dependence of the grid is 0.306, for the 
close combustor the dependence is 0.413, and it is 0.294 for 
the far combustor. This dependence on Reynolds number aver­
ages to be 0.34. Based on the analysis of Ames and Moffat, the 
stagnation region augmentation should scale on the f̂  power of 
Reynolds number. Similar reasoning for a flat plate laminar 
boundary layer suggests augmentation ought to depend on the 
5 power of Reynolds number. These data show a dependence 
ranging from 0.294 to 0.413 and averaging 0.34, which is closer 
to the flat plate dependence. 

The reliability of the turbulence augmentation and Reynolds 
number scaling arguments can be tested by assuming (St/St0 

- 1) oc Tu Re^3 Lu~[n and checking the mean pressure surface 
augmentation. The results of this check are summarized in Table 
2. The predictions are all scaled against the comb (1) condition 

Condition Re„ Tu Lu, cm St/Sto Pred 

Comb(l) 794,625 .120 3.36 1.556 
Comb(2) 791,033 .083 4.26 1.389 1.355 
Grid 778,606 .078 1.36 1.478 1.485 
Comb(l) 523,626 .124 3.16 1.464 1.510 
Comb(2) 517,309 .080 4.34 1.341 1.294 
Grid 506,077 .075 1.10 1.418 1.434 

at the high Reynolds number. The mean Stanton number aug­
mentation ratio agrees within ±4 percent of the estimated value. 

Absolute Heat Transfer Augmentation. The absolute 
level of augmentation can be determined by subtracting the 
baseline heat transfer coefficient from the heat transfer coeffi­
cient determined for a particular turbulence condition. This ab­
solute increase in the heat transfer coefficient is shown in Fig. 
13 for the higher Reynolds number condition. The stagnation 
region shows the highest absolute increase in the heat transfer 
coefficient except at the point of early transition. The absolute 
augmentation on the pressure surface is about 25 to 35 percent 
lower than the peak increase in the stagnation region. The abso­
lute levels of augmentation for the lower Reynolds number tests 
have similar trends to those shown in Fig. 13 but are about 30 
percent lower. 

Conclusions 

The present data demonstrated that the length scale, Lu, has 
a significant effect on stagnation region and pressure surface 
heat transfer. The average heat transfer augmentation from the 
pressure surface at a constant Reynolds number was found to 
scale on the one third power of the relative level of dissipation, 
e " \ or equivalently the inlet value of Tu^LuZin. The stagna­
tion region heat transfer correlated well on the Tu Re}*/12 

X (Lu/D)~tn parameter of Ames and Moffat. The dependence 
of heat transfer augmentation on Reynolds number was esti­
mated to scale on the j power for the pressure surface. The 
absolute level of heat transfer coefficient was found to be high­
est near the stagnation region and declined to about 70 percent 
of that value over the rest of the pressure surface. The close 
combustor at a Reynolds number of 800,000 had an average 
augmentation on the pressure surface of 56 percent. 
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Grid Orthogonality Effects on 
Predicted Turbine Midspan Heat 
Transfer and Performance 
The effect of five different C-type grid geometries on the predicted heat transfer and 
aerodynamic performance of a turbine stator is examined. Predictions were obtained 
using two flow analysis codes. One was a finite difference analysis, and the other 
was a finite volume analysis. Differences among the grids in terms of heat transfer 
and overall performance were small. The most significant difference among the five 
grids occurred in the prediction of pitchwise variation in total pressure. There was 
consistency between results obtained with each of the flow analysis codes when the 
same grid was used. A grid-generating procedure in which the viscous grid is embed­
ded within an inviscid type grid resulted in the best overall performance. 

Introduction 
Among the goals for Navier-Stokes turbomachinery analysis 

are accurate predictions of blade row losses and turbine blade 
heat transfer. It has been shown by a number of investigators 
that the characteristics of the grids used can significantly affect 
the predicted results. Davis et al. (1988) investigated the effects 
of blade-to-blade grids of different densities on the prediction 
of compressor performance. Recently, attention has also been 
given to the desirability of using grids orthogonal to the blade 
surfaces. Many applications using C-type grids have used grids 
generated in a manner similar to that proposed by Sorenson 
(1980) in which the points on the cut line have the same coordi­
nates for both the upper and lower portions of the grid. It was 
shown by Arnone et al. (1992) that C-type grids can be highly 
skewed, especially for highly turned modern turbine stator 
blades. The skewing is most evident when a matching condition 
is enforced on the cut line from the trailing edge to the down­
stream boundary. If the matching condition is removed the result 
is less skewed grids. The cut line divides the C grid, and extends 
from the trailing edge to the downstream boundary. Arnone et 
al. (1992) proposed the use of C-type grids for turbine applica­
tions in which the requirement for common coordinates along 
the cut line is not enforced. This procedure allows for greater 
grid orthogonality at the blade surface, since the numbers of 
grid cells on the upper and lower surfaces are not necessarily 
equal. However, this procedure requires interpolation along the 
cut line, rather than averaging the solution at a common point. 
Micklow et al. (1993) took this process further, and presented 
results where the requirement for matching points was not en­
forced along the periodic boundary of the blade-to-blade grid, 
as well as along the cut line. 

Yeuan et al. (1993) used nonperiodic H grids to analyze the 
performance of a turbine cascade. Turner et al. (1993) advance 
arguments for the use of modified H grids, called I grids, to 
improve flow field calculation accuracy. The H grids were mod­
ified so as to be more orthogonal to the blade surface, and were 
recommended for use in calculating the performance of highly 
turned turbine blades. Because of the rapid changes in heat 
transfer in the leading edge region, C or O-type grids are advan­
tageous in comparison to H or I-type grids for use in Navier-
Stokes heat transfer analyses. C-type grids have the advantage 
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Gas Turbine Institute February 4, 1994. Paper No. 94-GT-123. Associate Techni­
cal Editor: E. M. Greitzer. 

relative to O-type grids in that only a single grid is needed for 
a blade row passage. O-type grids are generally embedded 
within an H-type grid for cascade analyses. The work that is 
reported in the present paper is concerned with determining the 
effects of different C-type grids on turbine blade heat transfer, 
as well as turbine blade aerodynamic performance. 

The issue of grid size is especially important when one con­
siders that the goal of code development work is to achieve 
accurate three-dimensional Navier-Stokes solutions while uti­
lizing a reasonable amount of computer resources. It has been 
shown by Boyle and Giel (1992) that over 50 spanwise grid 
planes are necessary to achieve grid-independent heat transfer 
results for a typical turbine blade. If one wishes to limit the 
size of routine three-dimensional Navier-Stokes calculations 
to around a half million grid points, then blade-to-blade grids 
would have a maximum of 10,000 points. 

The choice of the best blade-to-blade grid is facilitated by 
comparisons with experimental data. Arts et al. (1990) pre­
sented data for the midspan region of a turbine stator with an 
exit flow angle of 74 deg. Heat transfer, pitchwise variation in 
total pressure, as well as overall stator performance data were 
given. These data were used by Harasagama et al. (1993) to 
compare different approaches for the prediction of turbine blade 
heat transfer using boundary layer methods. Luo and Lakshmi-
narayana (1993) used the same experimental data to show the 
validity of their method for predicting the flowfield and heat 
transfer in a turbine passage using a Navier-Stokes analysis. 

In the present work blade surface heat transfer as well as 
aerodynamic performance are examined for five different base­
line grids. Additional grids were generated to examine other 
possible grid effects. Three of the five baseline grids have a 
matching condition imposed along the cut line. Among these 
three grids two are similar, and differ only in the procedure 
used to generate them. One was generated using a single grid 
solution generated using the GRAPE code of Sorenson (1980). 
The other was generated using the code of Arnone et al. (1992) 
in which the viscous grid is generated by embedding a near 
wall grid within a sparse inviscid grid. The third grid that is 
periodic along the cut line differs from the other two in that the 
grid in the wake region expands to have nearly uniform 
pitchwise spacing at the downstream boundary. The two grids 
without the matching condition differ from each other down­
stream of the blade row. One extends the periodic boundary in 
a straight line, so that there is little flow across the periodic 
boundary downstream of the blade. The other curves the grid, 
so that there are large flows across the periodic boundary down­
stream of the blade. 
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The choice of grid could be significantly affected by the 
Navier-Stokes solution methodology. The Navier-Stokes anal­
ysis were done using a finite difference code developed by 
Chima (1987), and a finite volume code developed by Arnone 
et al. (1992). Since the choice of calculation procedure is af­
fected by far more factors than are explored in this paper, the 
emphasis is on determining the best grid approach for each 
code. Similarly, since the emphasis is on grid effects, a simple 
approach is taken to turbulence modeling. An algebraic turbu­
lence model was used for most calculations. Wake profiles are 
presented using the algebraic model and the two equation turbu­
lence model of Chien (1982). 

Description of Analysis 

Grid Characteristics. All five grids were of of the same 
size, 177 X 53. This size was chosen based on requirements 
for three-dimensional Navier-Stokes analyses. Certainly, two-
dimensional Navier-Stokes results could be obtained in a rea­
sonable CPU time for grids of larger sizes. However, based on 
the required number of spanwise grids for three-dimensional 
heat transfer analyses, the CPU time and core memory required 
for three-dimensional analyses might be excessive for blade-to-
blade grids significantly greater than 177 X 53. All grids, except 
grid A, had the inlet boundary 0.55cx ahead of the vane. Grid 
A began 0.75 cx in front of the vane. All grids had their down­
stream boundary at 0.84^ behind the vane trailing edge. The 
downstream boundary was chosen so that the measurement sta­
tion used by Arts et al. (1990) was midway between the trailing 
edge and the downstream boundary. The near-wall spacing was 
held constant at 4 X 10-5c^ for all baseline grids. The effect 
of variations in the near-wall spacing on predicted results is 
examined. 

The five grids used in the analysis are illustrated in Fig. 1, 
and will be referred to with the labels A-E. In order to distin­
guish the individual grid lines, many lines in the figure have 
been omitted for clarity. Portions of grids C and D are shown 
twice. In each view of these two grids different grid lines were 
omitted in order to best illustrate the comparisons with another 
grid. Table 1 gives the number of grid spacings used in each 
of the baseline C-type grids. Grid A was generated using the 
GRAPE code of Sorenson (1980). This code obtains a solution 
to a two-dimensional Poisson partial differential equation in 
order to generate a C-type grid. Grid B was generated using 
the code developed by Arnone et al. (1992), and as can be seen 
in Fig. 1, this grid is very similar to grid A. The principal 
difference is that a two-step grid generation process was used 
to generate grid B. First a coarse grid, such as might be used 
in an inviscid analysis, is generated. This initial grid has rela­
tively few lines in the blade-to-blade direction. The grid used 
for the viscous calculations is obtained by embedding a fine 
grid over a few cells in the near wall region. The remaining 
three grids were generated using the same procedure as grid B. 
Grid C differed from grid B in that the grid lines for small 
values of r/ do not maintain a constant spacing from the cut 
line between the trailing edge and the downstream boundary. 
For grid B these grid lines are maintained at a uniform spacing 

Table 1 Distribution of circumferential grid 

Location 

No. of increments 

Location 
Grid 

Location A B C D E Dn Ea 
Wake-pressure side 
Blade-pressure side 
Blade-suction side 
Wake-suction side 

40 
48 
48 
40 

40 
48 
48 
40 

40 
48 
48 
40 

56 
32 
64 
24 

56 
32 
64 
24 

88 
32 
96 
24 

128 
32 
96 
64 

between the trailing edge and the downstream boundary. Grids 
D and E differed from grid C in that these two grids were not 
periodic along the cut line between the trailing edge and the 
downstream boundary. As can be seen in Fig. 1, grids that are 
not periodic along the cut line can more easily be made orthogo­
nal to the blade surface. One potential disadvantage of this 
approach, however, is that the flow solution has to be interpo­
lated along the cut line. Grid E differs from grid D in that 
downstream of the blade the periodic boundary is curved so 
that at the downstream boundary the 77 = const grid lines are 
parallel to the axial direction. Grids A-D are extended down­
stream of the blade at a constant angle, which is close to the 
trailing edge angle. When these grids are used, there is only a 
single wake in the flow field. However, when grid E is used, 
multiple wakes are present in the flow field. The number of 
wakes depend on the flow angle and the distance between the 
trailing edge and the downstream boundary. At any given axial 
location there is only a single passage flow field. Grids Dn and 
Ea in Table 1 are similar to grids D and E respectively, but 
with more circumferential grid lines. 

Flow Analysis. Two flow analysis codes were run for each 
of the five grids. One analysis used a finite difference approach, 
and was developed by Chima (1987). In the discussion that 
follows, results obtained using this code are labeled as flow 
code FC. The other analysis, developed by Arnone et al. 
(1992), used a finite volume approach, and employed a 
multigrid solution scheme. Results obtained using this code are 
labeled as flow code FA. While the discretization is different 
between the two analyses, both used a time-marching approach 
with an explicit four-stage Runge-Kutta scheme to solve the 
differential equations. Both also employed implicit residual 
smoothing. 

The turbulence model used in both flow analyses for most 
calculations is a variation of the model developed by Baldwin 
and Lomax (1978). The main difference between the model 
used and the Baldwin-Lomax model is in the prediction of the 
transition location. The transition model given by Mayle (1991) 
was used. In this model the location of the start of transition as 
well as the length of transition are given as functions of Reyn­
olds number and turbulence intensity. It was found that estimat­
ing the local free-stream turbulence intensity rather than just 
using the inlet free-stream turbulence intensity gave a better 
estimate of the vane heat transfer for the cases examined. The 
local free-stream turbulence intensity was estimated assuming 

N o m e n c l a t u r e 

c = true chord 
cx = axial chord 
e = kinetic energy loss coefficient 

M2 = isentropic exit Mach number 
P' = total pressure 

Re2 = Reynolds number based on cx and 
M2 

s = surface distance 

St = Stanton number based on f/INLET 

and p 
Tu = turbulence intensity 
U = velocity 
Y = loss coefficient = AP'/0.5 pUlxn 

yt = distance of first grid line from blade 
T) = direction outward from blade sur­

face 

p = density 

Subscripts 
EXIT = exit of computational domain 

INLET = inlet of computational domain 
M = measurement plane 
S = surface of blade 
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Fig. 1 Description of grids used in analysis, with lines omitted for clarity 

that the velocity fluctuations remain constant through the pas­
sage. This assumption results in: 

lUs — JMlNLET "INLET I Us 

The local velocity, Us, was calculated from the isentropic rela­
tionship and the local static-to-inlet total pressure ratio. 

Results 

Heat Transfer Comparisons. Figures 2 and 3 show the 
variation in heat transfer among the different grids for the two 
flow solution codes. Also shown in each figure are the experi­
mental data of Arts et al. (1990). These comparisons are for 

Re2 = 1.16 X 106, 7KINLET = 1 percent, and M2 = 0.84. Because 
of the low inlet turbulence, transition did not occur even though 
the Reynolds number is fairly high. The Stanton number predic­
tions shown in Fig. 2 show very high heat transfer just near the 
trailing edge. These results were obtained by forcing the flow 
turbulent at the tangent point of the vane trailing edge circle. 
Since the focus of this work is on the effects of different grids 
on predicted results, it is useful to show comparisons for a 
laminar flow case. For laminar flow, questions regarding the 
implementation of the turbulence model do not arise. For each 
of the flow analyses, the variation in blade heat transfer among 
the five grids is small. Except very close to the trailing edge, 
both codes give nearly the same level of heat transfer for the 
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same grid. In flow code FA the boundary layer was set to be 
fully turbulent at the beginning of the trailing edge circle. The 
agreement with the experimental data is generally good, and 
for this case there is little evidence to prefer one grid over 
another. 

The heat transfer predictions are in good agreement with the 
experimental data for the low-turbulence-intensity case. Com­
parisons will next be made for a case with high turbulence 
intensity, and high Reynolds number. The results of different 
approaches to modeling the effects of a high-turbulence inten­
sity will be examined prior to showing the grid effects. Figure 
4 shows the effects of transition model assumptions on vane 
surface heat transfer for the highest Reynolds number, 2.1 X 
106, and highest turbulence intensity, 6 percent, tested by Arts 
et al. (1990). The exit Mach number was 0.92. Results are 
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Fig. 3 Stanton number comparisons for Re2 = 1.16 x 10e, Tu = 1 per­
cent, M2 = 0.84, flow code FC 

shown for a single grid (grid C), and flow solution code (FC). 
The purpose of this figure is to illustrate the significance of the 
transition model for the heat transfer predictions. The model 
for the start of transition proposed by Mayle (1991) more accu­
rately predicts the start of transition when the turbulence inten­
sity is adjusted to account for the local inviscid velocity. This 
is especially evident on the suction surface. Comparing the 
slope of the predicted heat transfer with the experimental data 
shows that the length of transition on the suction surface is not 
well predicted using the intermittency model proposed by Mayle 
(1991). The predicted transition length is shorter than that indi­
cated by the experimental data. Heat transfer predictions are 
shown for two additional transition length models. These are 
the transition length models of Simon and Stephens (1991) and 
Simon (1994). The model of Simon and Stephens was devel­
oped for zero pressure gradient flows, while Simon's model 
was developed for flows with favorable pressure gradient. The 
use of Simon's transition length model results in good agree­
ment with the experimental data. Even though suction surface 
transition began close to the uncovered portion of the suction 
surface, there was a favorable pressure gradient at the start of 
transition. These results illustrate the sensitivity of the heat 
transfer results to transition assumptions. Because of the high 
free-stream turbulence intensity, pressure surface transition oc­
curs close to the leading edge. The heat transfer on the pressure 
surface is accurately predicted. 

Figure 5 shows the effect of different model assumptions for 
predicting the effect of free-stream turbulence on blade surface 
heat transfer. Heat transfer predictions are shown using the 
model of Forrest (1970), as well as when no augmentation due 
to free-stream turbulence is assumed. This model for calculating 
an eddy viscosity due to free-stream turbulence was applied 
only prior to transition. It was applied in an analogous fashion 
to the Baldwin-Lomax eddy viscosity model, which is used 
after transition occurs. The Baldwin-Lomax model for turbu­
lent eddy viscosity is a two-layer model. Predictions are shown 
when the augmentation model is applied only in the inner layer, 
when it is applied to both layers, and when it is held constant 
in the outer layer. This model for the augmentation of eddy 
viscosity is utilized only prior to transition. The best overall 
agreement with the experimental data is achieved when the 
turbulent eddy viscosity in the outer layer is held constant at 
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Fig. 5 Effect of model assumptions for free-stream turbulence on pre­
dicted heat transfer, Re2 = 2.1 x 10°, Tu = 6 percent, M2 = 0.92, flow 
code FC, grid C 

the inner layer value determined at the point where the two 
layers meet. 

A comparison of the heat transfer predictions for the five 
different grids is given in Figs. 6 and 7. Since this is a relative 
comparison, only Mayle's transition model is utilized. The use 
of this model results in a relatively long portion of the suction 
surface being turbulent, and allows for the comparisons for 
different grids to be done for a case with turbulent flow on both 
pressure and suction surfaces. In this case the pressure surface 
is mostly turbulent, and half of the suction surface is turbulent. 
The variation in blade surface heat transfer among the five grids 
is small. The results for this test case are similar to those shown 
in Figs. 2 and 3 for a case where the vane surface heat transfer 
was almost entirely laminar. 
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Fig. 6 Stanton number comparisons for Re2 = 2.1 x10 6 ,Tu = 6 percent, 
M2 = 0.92, flow code FA 

Fig. 7 Stanton number comparisons for Re2 = 2.1 x 106, Tu = 6 percent, 
Ma = 0.92, flow code FC 

The variation in predicted blade surface heat transfer between 
the two flow codes for a given grid is somewhat larger than the 
variation due to different grids for either of the two flow analy­
ses. Part of the differences can be attributed to differences in 
modeling the turbulent eddy viscosity. In the leading edge re­
gion, and prior to transition, flow code FC used the model of 
Forrest (1977), to augment the laminar viscosity for the effects 
of free-stream turbulence. This model was applied to both the 
inner and outer regions, since this assumption would magnify 
any differences due to different grids on the heat transfer. Flow 
code FA does not increase the viscosity to account for the effect 
of free-stream turbulence prior to transition. Both flow analyses 
overpredict the suction surface heat transfer when the flow is 
fully turbulent. 

The results shown in Figs. 2 and 3 are for Re2 = 1.16 X 106, 
while those in Figs. 6 and 7 are for a Reynolds number nearly 
twice as large. Since the same grids were used, the value of 
yt for the results in Figs. 6 and 7 is greater. The maximum 
value of yt for the high Reynolds number case was 3.8. The 
use of the largest value of yt that gives accurate results mini­
mizes the amount of near-wall grid stretching, and also allows 
for the smallest size grid in the blade-to-blade direction. The 
effect of reducing the near-wall spacing is shown in Fig. 8 for 
grid D, and flow code FC. There was virtually no change in 
the heat transfer as the near-wall spacing was reduced by a 
factor of 4. Consequently, the relatively large near-wall spacing 
used for the high Reynolds number analysis is not a cause of 
the differences between the measured and predicted vane heat 
transfer. 

Reducing the near-wall spacing did not result in better agree­
ment with the experimental heat transfer in the fully turbulent 
region. To determine whether this disagreement was related to 
the grid properties, the effect of improving the orthogonality of 
the grid lines to the vane surface was examined. Figure 9 shows 
the angle that the grid lines make with the vane surface. If the 
lines were purely orthogonal, the angle would be 90 deg. Grids 
B and C make identical angles with the blade surface, since 
they differ only downstream of the blade. The embedded grids 
(B-E) have grid lines that maintain a constant angle for the 
region between the blade surface and the first circumferential 
inviscid grid line. For the viscous embedded grid this angle is 
maintained over 20 near-wall spacings. Grid A is solved as a 
single grid, and the angle of the grid line with the blade surface 
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Fig. 8 Grid spacing effects on heat transfer, Re2 = 2.1 x 106, Tu = 6 
percent, M2 = 0.92, flow code FC, grid C 

continuously varies away from the wall. While grids B and C 
have the highest departure from orthogonality, it should be 
noted that they are both periodic in the wake. Enforcing grid 
matching along the cut line results in embedded grids that have 
a higher degree of nonorfhogonality at the blade surface than 
either grids D or E. While grids that match along the cut line 
were generated using the procedure discussed by Arnone et al. 
(1992), they did not recommend doing so because of the higher 
degree of nonorthogonality at the blade surface. Figure 10 
shows the angle of the grid lines with the blade surface for 
grids D and Dn. As seen in Table 1, grid Dn is significantly 
larger in size than grid D. The use of a larger grid allows for 
greater orthogonality at the blade surface. However, Fig. 11 
shows that the more orthogonal grid did not result in a signifi­
cantly different heat transfer distribution. 

70.0 
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Fig. 10 Angle between grid line and vane surface for grids D and Dn 

Total Pressure Distribution. Arts et al. (1990) measured 
the pitchwise variation in total pressure at 0.42 axial chords 
behind the vane. In the analysis this location was midway be­
tween the vane trailing edge and the downstream boundary. 
Figures 12 and 13 compare the pitchwise variation in total 
pressure for the five grids and the two flow solvers with the 
experimental data. For clarity of presentation, the location of 
minimum pressure was taken as the abscissa origin. Therefore, 
any variation in flow angle among the grids is not reflected in 
these figures. The relative grid effects are similar for both flow 
solvers. For grids A-D flow solver FA resulted in minimum 
total pressures significantly less than flow solver FC. The results 
obtained using grids A-D showed the predicted minimum total 
pressure to be lower than the experimental data. The width of 
the predicted wake is also smaller than the experimental wake. 
This indicates that the amount of diffusion in the wake predicted 
by the turbulence model is too small. Results obtained with 
flow solver FC and grid A showed a lower total pressure in the 
free-stream region than with grids B, C, or D. In this region 
the data show no loss in total pressure. Results obtained with 
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Fig. 12 Pitchwise variation in total pressure, Re2 = 1 x 10°, Tu = 1 
percent, M2 = 0.85, flow code FA 

flow solver FA and grids A-D showed no loss in total pressure 
in the free-stream region. 

Grid E is bent so that the grid is aligned with the axis at the 
downstream boundary. This bending results in a relatively 
coarse grid on the suction side of the cut line. The reasonably 
good agreement between the predicted and measured wakes 
for grid E may have been fortuitous. The numerical diffusion 
resulting from the coarse grid may have helped to give nearly 
the correct total diffusion. To verify this hypothesis, an addi­
tional bent grid (Ea) was generated. Table 1 shows that the 
number of points in the wake was increased considerably. Fig­
ure 14 compares the wake profiles for the two grids. The nar­
rowing of the wake, and lowering of the minimum total pres­
sure, in going to the finer grid is evidenced. 

A comparison of the wake profile using a k- e two-equation 
turbulence model with the wake profile using the Baldwin-
Lomax turbulence model is given in Fig. 15. The results were 
obtained using grid D, and flow code FA. The two-equation 
model is that of Chien (1982), and details of its implementation 
into the flow code FA are given by Ameri and Arnone (1992). 
The depth of the wake using Chien's model is nearly the same 
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as the wake depth calculated using the Baldwin-Lomax model. 
The width of the wake is somewhat wider using Chien's model. 
The wider wake region using Chien's model is due to the the 
model giving transition on both surfaces close to the leading 
edge. As shown in Fig. 2, the Baldwin-Lomax model did not 
result in an early transition. 

Overall Loss. Table 2 shows the loss coefficient for the 
different grids obtained with the two flow solvers at an exit 
isentropic Mach number of 0.85. Except for the results obtained 
with flow code FA and grid E, the highest calculated loss was 
achieved using grid A. The losses for grid E are different be­
tween flow codes FA and FC. But, based on the previous discus­
sion, the results using this grid are not expected to be accurate. 
For both flow codes the loss levels for the other grids are reason­
ably close to the experimental measurements. The losses calcu­
lated using flow code FC are slightly lower than those calculated 
using flow code FA. Part of this difference in loss is due to the 
blade surface boundary layers being tripped near the trailing 
edge when flow code FA was used. The results for grid D are 
in best agreement with the experimental data. 

The overall loss increased from 0.030 to 0.057 when Chien's 
model was used. Part of the increase was the result of the 
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Fig. 15 Wake profiles for Baldwin-Lomax and Chien turbulence models, 
Grid D, flow code FA 
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Table 2 Overall loss coefficient 

Flow code 

Grid 

Flow code 
A B C D E Dn Ea 

Flow code e 
FA 
FC 

.039 

.035 
.029 
.026 

.030 

.023 
.030 
.029 

.054 

.024 
.028 
.027 

.032 

.024 
Experimental - Arts et al. 0.029 

boundary layers being turbulent. A fully turbulent calculation 
using the Baldwin-Lomax model gave a loss coefficient of 
0.041. 

Concluding Remarks 

The results of this investigation showed that the principle 
effect of different grid geometries examined was in the pressure 
distribution behind the vane. Four of the baseline grids resulted 
in an excessive decrease in total pressure at the center of the 
wake. The calculated wake was deeper, but more narrow than 
the experimental data. The implication of this is that the turbu­
lence model used gave insufficient physical diffusion in the 
wake region. The fifth baseline grid, which was relatively coarse 
in the wake region, gave good agreement with the experimental 
data for the minimum pitchwise total pressure. The numerical 
diffusion caused by the coarse grid resulted in better agreement 
with the experimental wake profile for this grid. A similar, but 
denser grid (Ea), which resulted in less numerical diffusion, 
gave wake profiles similar to the other four baseline grids. The 
relative effect of different grids was the same for either of the 
two flow codes used. 

The effect of different grid geometries on the vane surface 
heat transfer was small. For the low-turbulence-intensity case 
the agreement with the experimental data was good. For the 
high-turbulence-high-Reynolds number case the agreement 
was influenced by the choice of model to determine transition 
length and intermittency. The start of transition was better pre­
dicted by Mayle's transition model when the local turbulence 
intensity was taken as a function of the blade pressure distribu­
tion. Simon's transition length mode resulted in good agreement 
with the data. The choice of model to account for free-stream 
turbulence significantly affected the predicted heat transfer. For­
rest's model gave reasonably good agreement with the data 
when the augmented eddy viscosity was limited in the outer 
region of the two-layer Baldwin-Lomax turbulence model. 

The overall loss distribution was not strongly affected by the 
choice of grid geometries. Using either flow analysis, the overall 
loss was reasonably well predicted. 

In terms of the overall results, grid D appears to be the best 
choice. This grid has a nonmatching condition along the cut 
line, and the cut line is extended in a straight line. If it is desired 
to maintain a matching condition along the cut line, either grids 
B or C appear acceptable. Results obtained using either of these 
grids were nearly identical. From the standpoint of speed of 
convergence, there was no reason to prefer one grid over an­
other. The number of time steps to obtain a converged solution 
was about the same for all of the grids. Surface pressure distribu­
tions were also similar for each of the baseline grids. 
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Passage Flow Structure and Its 
Influence on Endwall Heat 
Transfer in a 90 deg Turning 
Duct: Mean Flow and High 
Resolution Endwall Heat 
Transfer Experiments 
Three-dimensional measurements of the mean velocity field have been made in a 
square-cross-sectional, strongly curved, 90 deg turbulent duct flow. The mean radius 
to duct width ratio was 2.3. The study was performed as part of an overall investiga­
tion of the physics of endwall convective heat transfer. All three components of the 
velocity vector and the static and total pressure fields were measured using a five-
hole probe at four duct cross sections: inlet, 0, 45, and 90 deg. Preliminary turbulence 
measurements using a single sensor hot wire at the inlet cross section were also 
obtained to provide streamwise fluctuation levels through the boundary layer. The 
endwall heat transfer coefficient distribution was determined using a steady-state 
measurement technique and liquid crystal thermography. A high-resolution heat 
transfer map of the endwall surface from far upstream of the curve through the 90 
deg cross section is presented. The three-dimensional velocity field measurements 
indicate that a highly symmetric, strong secondary flow develops in the duct with a 
significant transfer of streamwise momentum to the transverse directions. The cross-
stream vorticity components within the measurement plane were estimated using the 
five-hole probe data and an inviscidform of the incompressible momentum equation. 
The development of the total and static pressure fields, the three-dimensional mean 
velocity field, and all three components of the vorticity field are discussed. The 
endwall heat transfer distribution is interpreted with respect to the measured mean 
flow quantities. 

Introduction 
The flow field within a turbine passage creates a complex 

convective heating pattern on the blade and hub/annulus 
endwall surfaces. Coupled with the extremely harsh aero ther­
mal environment of the passage, and the thermal limits of the 
current materials, the complex distribution of heating patterns 
can lead to local failures of passage component surfaces. Each 
improvement in the current level of knowledge of the convective 
heat transfer process has the potential to directly enhance the 
efficiencies, operating life and size of the passage components. 

The first extensive description of the flow characteristics 
within a linear turbine cascade was given by Langston et al. 
(1977). The study presented the growth and development of 
vortical structures within the passage. Langston (1980) pro­
vided insight to the endwall boundary layer's dominant stream-
wise and crossflow features. Additional descriptions of the pas­
sage flow structure in cascades have been given by Marchal 
and Sieverding (1977), Moore and Ransmayr (1984), and 
Moore and Smith (1984). A relatively recent survey of cascade 
studies was provided by Sieverding (1985). Studies by Greg­
ory-Smith et al. (1988a, b) have provided a detailed description 
of the secondary velocities, streamwise vorticity, secondary ki­
netic energy and turbulent flow characteristics through a cascade 
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passage. Boyle et al. (1988) presented a comparison between 
the passage flow structure in a vane cascade and a curved duct 
at equivalent Reynolds numbers. Similar features were found 
throughout the passages; however, the duct passage showed 
stronger secondary motion. The study also showed the horse­
shoe vortex formed at the vane leading edge and endwall junc­
tion in the cascade had strong effects on the passage flow only 
in the leading edge region. The results of Boyle et al. (1988) 
imply that many conclusions drawn from duct passage studies 
may be applicable to turbine passage configurations. 

Early investigations of the passage flow structure within rect­
angular ducts have been documented by Humphrey et al. (1977, 
1981), and Taylor et al. (1982). Humphrey et al. (1977) pre­
sented the streamwise mean velocity of laminar flow in a square 
duct that passes through a 90 deg bend. A description of a 
turbulent flow in the same geometry square duct was given by 
Humphrey et al. (1981). The streamwise and radial components 
of mean velocity and the associated turbulent stresses were 
measured with a single component laser-Doppler anemometer. 
In a continuation of the two previous studies, the effects of inlet 
boundary layer thickness and duct radius ratio on the develop­
ment of the secondary flow field were investigated by Taylor 
et al. (1982) and Enayet et al. (1982). The measurements of 
Taylor et al. (1982) were expanded to include the third mean 
component and two more turbulent stresses. Shiragami and In-
oue (1989) captured three mean velocity components and the 
respective turbulence intensities in two strongly curved ducts 
with a technique based on an electrochemical reaction con-
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trolled by the mass transfer rate. In addition, the turbulent length 
scale was measured for two radial locations at five streamwise 
positions. The measurements demonstrated that the turbulent 
mixing in the bend may be more effective near the outer wall 
than near the inner radius surface. 

Heat transfer studies in duct passages are relatively sparse. 
Mori et al. (1971) calculated discrete point Nusselt numbers to 
correlate with their analytic development of a 220 deg square 
duct bend. The majority of the work presented was an analytical 
derivation of laminar flow that experiences a constant heat flux 
boundary condition. Temperature distributions and discrete 
point Nusselt numbers on the inner radius, outer radius, and 
endwall surfaces have been measured in a 180 deg bend by 
Johnson and Launder (1985). Results from experiments con­
ducted at a Reynolds number of about 56,000 indicate that 
downstream of the 45 deg cross section, the highest heat transfer 
coefficients exist on the outer radius surface and the lowest on 
the inner radius surface. Metzger and Larson (1986) used sur­
face coatings with precise melting points to determine Nusselt 
numbers at discrete points in a 3:1 aspect ratio rectangular 
channel flow that encountered a 90 deg bend. Nusselt numbers 
were found on all four sides of the rectangular channel at several 
streamwise locations for two ducts of different radius ratios. 
Their results indicated that at given streamwise location, the 
lowest Nusselt numbers were generally found on the inner ra­
dius surface, while the highest Nusselt numbers were observed 
on the endwall surfaces. Azimuthal averaged Nusselt numbers 
were shown to increase continually through the duct curvature. 
Rojas et al. (1987) investigated the endwall heat transfer distri­
butions in two curved diffuser geometries (C and S-shaped 
centerlines) of rectangular cross section. The heat transfer re­
sults were complimented with mean velocity component mea­
surements in two directions. Higher heat transfer rates were 
found in regions where the near-wall streamwise velocity gradi­
ents and secondary flows were high. Besserman and Tanrikut 
(1992) applied liquid crystals to the endwall of a 180 deg 
square cross-sectional duct and used the transient heat transfer 
measurement technique to construct a Nusselt number distribu­
tion on the surface. A comparison with the developing second­
ary flow in the passage indicated a higher heat transfer rate in 
regions where the secondary flow impinged on the endwall 
surface. 

The objective of the current study is to provide a detailed 
description of the mean quantities of the passage flow within a 
strongly curved 90 deg duct and the resulting convective heat 
transfer patterns on the endwall surface. In the flow field de-
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Fig. 1 90 deg duct geometry and coordinate system 

scription, an emphasis has been placed on the development of 
the mean vorticity field and the induced secondary flow struc­
ture. The present work is the second contribution in a series of 
experimental studies aimed at a comprehensive description of 
the aerodynamic and heat transfer features of 90 deg turning 
duct passage flow. The first phase of the study discussed a new 
technique developed to resolve high-resolution convective heat 
transfer coefficient distributions on steady-state heat transfer 
surfaces that have arbitrarily specified external or internal 
boundaries (Wiedner and Camci, 1993,1996b). Turbulent flow 
structure and kinetic energy generation near the endwall surface 
is also presented in Wiedner and Canci (1996a). 

Apparatus 

Test Facility. The passage geometry under consideration 
is a square cross-sectional, 90 deg turning duct, Fig. 1. The duct 
has a radius ratio, (7?, + R0)I2D, of 2.3 and a height/width 
ratio of 20.3 cm. The flat endwalls are constructed of 1.27-cm-
thick acrylic, while the curved side walls are 0.476 cm thick. 
The turning duct test section was located on the downstream 
side of an open-loop wind tunnel facility. The facility consisted 
of an axial air blower, a diffuser that housed multiple screens, 
a plenum chamber, a high area ratio circular nozzle, a circular 
to square transition nozzle, a section of constant cross section 
duct, and the test section. Further details of the facility are 
provided by Wiedner and Camci (1992) and Wiedner (1993). 

The present study utilized two test sections of identical geom­
etry. An aerodynamic duct included probe access slots in the 
bottom endwall, while an endwall steady-state heat flux surface 

N o m e n c l a t u r e 

Cpo = total pressure coefficient = (pD,,„,< 
- p0)/\pUi,c, 

Cps = static pressure coefficient = (p -
Pin,el)i2PUin,cl 

D = duct width, m 
E = electric field, V/m 
h = heat transfer coefficient = q/(Tw 

- Tox), (W/m2 K) 
H = shape factor = 899/0 

HSI = hue, saturation, intensity 
J = current density, A/m2 

k = thermal conductivity, W/m K 
p = local pressure, N/m2 

q = heat flux, W/m2 

rms = root mean square 
Rt = inner radius, m 
R„ = outer radius, m 
Rr = radius ratio = (#, + R„)I2D 
Re = Reynolds number = UD/v 

R35C1W = liquid crystal starting to dis­
play red at about 35°C with 
an approximate color band­
width of 1°C 

T = mean temperature, °C 
Tu = turbulence intensity = 

rms(w')/t/*100 
U95 = uncertainty based on 95 per­

cent coverage 
U, V,W = mean velocity components, 

m/s 
u',v',w' = fluctuating velocity compo­

nents, m/s 
V = electric potential, V 
X = streamwise direction 
Y = radial direction (horizontal) 
Z = vertical direction 
5 = heater foil (Inconel) thick­

ness, mm 

699 = boundary layer thickness, @ Ul 
£/„ = 0.99, mm 

6* = displacement thickness, mm 
p = resistivity, 0. • m; density, kg/m3 

6 = momentum thickness, mm 
v = kinematic viscosity, m2/s 
a = conductivity, (£1 • m) ~' 
fl = mean vorticity, s_ 1 

Subscripts 
cl = duct centerline 

cond = conductive 
conv = convective 

gen = generated 
o = total quantity 

rad = radiative 
w = wall quantity 
00 = free-stream quantity 
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composite was constructed for the heat transfer duct. Each of 
the aerodynamic and heat transfer tests was conducted at a 
Reynolds number of 360,000 based on the inlet centerline ve­
locity (28.3 m/s), duct width, and ambient free stream 
temperature. 

Aerodynamic Measurements 

Measurement Locations. Measurement planes were located 
at the inlet, 0, 45, and 90 deg. The inlet plane was located 
55.8 cm upstream of 0 deg (start of curvature), Fig. 1. The 
measurement planes at 0, 45 and 90 deg were discretized with 
uniform 30 X 30 grids. The uniformity of the flow field at the 
inlet plane allowed a 20 X 20 measurement grid to resolve the 
inlet flow details fully. In each measurement plane the outer 
edge of the grid was 5 mm from the duct surfaces. The probe 
access slots were located on the lower (ZID = 0.0) endwall 
surface. To minimize leakage affects, the slots were lined with 
compressible, open cell foam. 

Pressure and Velocity Measurements. The total and static 
pressure fields, and three components of velocity, were mea­
sured with a five-hole probe operated in the non-nulled mode. 
The probe head and shaft were 1.65 mm and 3.18 mm in diame­
ter, respectively. The probe was calibrated at the free-stream 
Reynolds number for a pitch and yaw range of ±30 deg with 
a 1 deg alignment accuracy. A complete description of the five-
hole probe measurement technique is detailed in Treaster and 
Yocum (1979). The probe was mounted on a two-degree-of-
freedom, high-resolution, traverse system. Traverse motion and 
data acquisition were controlled by a personal computer. The 
data acquisition chain consisted of five piezo-resistive solid-
state pressure transducers, custom built drivers and amplifiers, 
and an A/D sampling system. At each measurement location, 
1000 samples were acquired over a 2 second interval before 
time averaging. 

Determination of the Vorticity Components. The stream-
wise component of vorticity, Q,x, can be resolved from trans­
verse gradients (d/OY, d/dZ) of the secondary velocity compo­
nents in a single plane of measurement. To calculate the trans­
verse components of vorticity, ilr and Qz, streamwise gradients 
(d/dX) of the secondary velocity components are required. 
Consequently, a single traverse in the Y -Z plane is not suitable 
for this approach. However, for a steady, inviscid, and incom­
pressible flow field in absence of body forces, the Helmholtz 
equation can be used to estimate the transverse components of 
the vorticity vector: 

- V f „ = V x n (1) 
P 

The vertical and radial components of the Helmholtz equation 
are, respectively, 

nY = ^(-(dpjdz) + vnx\ . (2) 

n7 = ~(--(dPjdY) + wnx), (3) 
u V p ) 

Therefore, knowing U, V, and W in a single measurement plane, 
as well as the gradients of velocity and stagnation pressure in 
the plane, the complete mean vorticity vector for a steady, invis­
cid, and incompressible field can be estimated. In the present 
study, the required gradients have been resolved using a central 
difference scheme of the measured quantities. The use of the 
Helmholtz equation has also been applied to resolve the stream-
wise vorticity component within a cascade passage by Gregory-
Smith et al. (1988a). 

Journal of Turbomachinery 

Experimental uncertainty levels for the measured and derived 
flow field quantities were estimated using the procedure outlined 
by Kline and McClintock (1953) and Abernethy et al. (1985). 
Table 1 summarizes the uncertainty levels for the streamwise 
mean velocity, static pressure coefficient, and magnitude of the 
vorticity vector. Within a cross section, the pressure coefficient 
uncertainty level remained approximately unchanged for the 
complete range measured, while the streamwise mean velocity 
component and vorticity magnitude were dependent on the local 
quantity. The uncertainty levels presented are based on 20:1 
odds. A complete description of the error estimates is given by 
Wiedner(1993) 

Heat Transfer Measurements. A steady-state experimen­
tal procedure was used to resolve the convective heat transfer 
coefficient distribution on the endwall surface. The heat transfer 
measurements used liquid crystal thermography to map the sur­
face temperatures and a finite element numerical routine to 
determine the local character of the generated surface heat flux. 
Corrections for radiative and conductive heat flux loss were 
also applied. A brief summary of the technique is provided 
here; a detailed description of the heat transfer experimental 
technique is provided by Wiedner and Camci (1993, 1996b). 

Heat Transfer Surface Construction. The heater surface 
composite consisted of the acrylic endwall (12.7 mm), double-
sided tape (0.110 mm), and Inconel 600 foil (0.0254 mm). 
Several layers of black paint and four layers of chiral nematic 
encapsulated (R35C1W) liquid crystals were air brush depos­
ited over the Inconel surface. Two thin-foil, ^f-type thermocou­
ples were adhered to the heater surface (beneath the liquid 
crystal and paint layers) with double sided Kapton tape for 
calibration of the liquid crystals. 

A schematic of the endwall heat transfer test surface geometry 
is shown in Fig. 2. The surface begins a distance of XID = 2.5 
upstream from the start of curvature of the passage (0 deg) and 
ends at a streamwise distance of XID = 0.1 past the 90 deg 
plane. Large cross-sectional, copper bus bars were located on 
the ambient side of the endwall surface and attached to the foil 
with a compression contact. The large cross section insured an 
equipotential boundary condition at the upstream and down­
stream foil edges. A 1000 W, variable current DC power supply 
was used to heat the surface. 

Determination of the Generated Surface Heat Flux. Solu­
tion of the electrostatic boundary value problem is required to 
determine the generated surface heat flux on a steady-state sur­
face with arbitrarily specified internal or external boundaries. 
The voltage potential distribution, V(x, y) for the present heat 
flux surface configuration and material (Inconel 600) is gov­
erned by the Laplace equation, 

V 2VU,y) = 0. (4) 

The boundary conditions are: 

(a) uniform potential at the bus bar and heater foil junc­
tions, and 

Table 1 Experimental uncertainty estimates for the flow field 

Section 11,5(11/11.,,,,) U9S(CP,J U95(|0|) 

0° ± 0.0096 ± 0.006 

45° ± 0.0098 ± 0.006 ± 36 sec"1 

90° ± 0.0105 ± 0.006 ± 43 sec1 

values evaluated at V/Vwl = 1.0 and |0 | =350 sec-1 
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boundary condition of 
zero current Flux 
normal to these edges 

equipotential 
boundary condition 

o air 
flow 

bus bar 
edge 

Note: Heat flux surface ends 
a streamwise distance of 
X/D-0.1 past the 90° 
cross section. 

equipotential 
boundary condition 

Duct continues a streamwise 
distance of X/D-2.5 past 
the 90° cross section. 

Fig. 2 Endwall heat transfer test surface 

(b) zero current flux normal to the unbounded streamwise 
edges. 

From the calculated potential distribution, the electric field, 
E, and current density, J, are determined, respectively, 

E = - V V (V/m) 

J = aE (A/m2) 

(5) 

(6) 

where a is the conductivity of the heater foil. The generated 
surface heat flux is determined according to, 

= SE-J, (W/m2) (7) 

where 6 is the thickness of the foil. In the present study, a finite 
element solution technique was used to solve the described 
boundary value problem. The heat flux surface geometry was 
discretized with eight-noded, isoparametric, quadrilateral finite 
elements. A total of 115 elements and 402 nodes were used. A 
technique based on variational principles was then applied to 
solve the potential and current density fields. Details of the 
numerical method are given in Zienkiewicz (1971) and Camci 
(1989). 

Convective Heat Transfer Coefficient Determination. The 
heat transfer experiments were performed under steady-state 
conditions. A run time of approximately two hours was required 
to reach thermal equilibrium. A high-resolution distribution of 
the endwall surface temperature was obtained with liquid crystal 
thermography. The endwall liquid crystal images were captured 
with a high sensitivity CCD sensor, stored on magnetic tape and 
later processed using a hue capturing technique. A discussion of 
the hue capturing technique is given by Camci et al. (1992) 
and Kim (1991). In addition to the liquid crystal image, several 
other quantities were recorded during each experiment. The 
measurements included voltage drop across the bus bars, inlet 
free-stream temperature, and an array of surface temperature 
readings from the ambient side of the endwall heat transfer 
surface. Local heat transfer coefficients on the endwall surface 
were determined according to, 

h = 
*7cond yrad 

(Tw - 7U) (TW - r_) 
(W/m2 K) (8) 

From an experiment, high-resolution, local wall temperatures 
on the endwall heat transfer surface were determined from the 
hue attribute contained within the image. Each image corre­
sponded to a distinct voltage drop applied across the bus bars. 
The surface heat flux generated for each voltage/power level 
produced a particular hue /temperature distribution defined by 
the color bandwidth of the liquid crystals. 

A black body enclosure model and the assumption of thermal 
equilibrium between the free-stream air and the unheated duct 
walls were used to estimate the radiative heat loss. The radiation 
losses typically accounted for 8-10 percent of the local gener­
ated heat flux. Local conduction losses through the acrylic 
endwall were also estimated. An infrared thermometer was used 
to record the ambient side surface temperature at multiple points 
clustered in the endwall region opposite the liquid crystal color 
band that existed on the forced convection side of the endwall. 
From the infrared thermometer measurements, a high-density 
grid of the ambient side endwall temperature distribution was 
calculated. A two-dimensional interpolation scheme was used 
to calculate the ambient side temperature grid. The heat flux 
lost to conduction through the endwall surface was then deter­
mined from the two temperature fields. The effects of lateral 
conduction were investigated in several regions of the endwall 
surface. The results indicated that the maximum lateral conduc­
tion component found increased the total local conduction heat 
flux by only 0.25 percent of the local generated heat flux. The 
total heat flux lost to conduction through the endwall was gener­
ally 5 -8 percent of the generated heat flux. 

The free-stream temperature upstream of the test section was 
measured with a fine wire A'-type thermocouple. A recovery 
factor of unity was assumed based on the low free-stream veloc­
ity of the flow. The fine wire thermocouple probe, infrared 
thermometer, and the surface mount thermocouples used for the 
liquid crystal calibration were all calibrated against the same 
mercury thermometer. The experimental uncertainty of the mea­
sured parameters and the final convective heat transfer coeffi­
cient were estimated according to the procedures given by Kline 
and McClintock (1953) and Abernethy et al. (1985). Based on 
a 95 percent confidence interval, the uncertainties were: 
qgen(±l.O percent), Tw - ro„(±3.4 percent), and A(±3.8 per­
cent). Higher uncertainties were found in the conductive and 
radiative heat flux losses; however, their small magnitudes rela­
tive to the generated surface heat flux produced only a minor 
influence in the heat transfer coefficient uncertainty. In addilion, 
the exact nature of the finite element numerical technique results 
in a low measurement uncertainty of the generated heat flux. A 
complete description of the heat transfer measurement uncer­
tainties are provided by Wiedner (1993) and Wiedner and 
Camci (1996b, 1993). 

Results and Discussion 

Streamwise and Secondary Velocity Fields. The develop­
ment of the velocity and pressure fields is shown in Figs. 3-9 . 
In each of the contour and vector plots presented, the streamwise 
flow is out of the page. The measured quantities have been 
referenced to the inlet centerline conditions. The inlet conditions 
were measured a distance of XID = 2.75 upstream of the 0 
deg (start of curvature) plane. The streamwise velocity was 
symmetric across the inlet plane with relatively uniform bound­
ary layer thicknesses on all surfaces (Fig. 3(a)) . The upper 
endwall (XID = 1.0) mean velocity and turbulent fluctuation 
profiles are shown in Fig. 3(b) and the characteristics of the 
inlet endwall boundary layer are summarized in Table 2. Sec­
ondary velocity vectors at the inlet plane were typically less 
than 3 percent of the free-stream velocity in the X direction. 

The influence of the 90 deg bend geometry is apparent in the 
pressure coefficient contours measured at the 0 deg cross sec­
tion, Fig. 4(a). A horizontal (radial) pressure gradient is devel­
oped across the duct cross section with a higher pressure near 
the outer radius surface than near the inner radius. The increase 
in pressure near the outer surface and decrease near the inner 
surface results in a pressure difference across the passage equiv­
alent to 35 percent of the inlet dynamic pressure. In addition, the 
local horizontal pressure gradient near the inner radius surface is 
greater than the pressure gradient near the outer surface. With 
the exception of the outer radius near wall region, a general 
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Fig. 5 Secondary mean velocity vectors: (a) 0 deg, (b) 45 deg, (c) 90 deg 

migration of secondary flow toward the inner radius surface 
occurs, Fig. 5(a) . A typical secondary velocity magnitude in 
this plane is 6 percent of the free-stream velocity magnitude. 
In the outer radius surface near-wall region, secondary flow is 
seen to move away from the plane of symmetry, ZID = 0.5, 
toward the endwalls. In accordance with the adverse streamwise 
pressure gradient near the outer wall and the favorable stream-
wise pressure gradient near the inner wall, the streamwise veloc­
ity contours indicate a deceleration and acceleration, respec­
tively (Fig. 6(a) ) . A qualitative representation of the stream-
wise velocity distribution, Fig. 7(a) , shows the gradient of the 

streamwise velocity component in the core of the passage to be 
uniform. The upper surface endwall boundary layer has grown 
to an approximate height of 40 mm and remains uniform across 
the surface, Fig. 8(a) . The total pressure coefficient contours 
indicate a slight increase in the thickness of the high loss region 
near the outer radius compared to the inner radius surface, Fig. 
9 (a ) . 

A difference in pressure equivalent to 75 percent of the inlet 
dynamic pressure existed across the duct at the 45 deg cross 
section, Fig. 4(b). Similar to the 0 deg plane, the local hori­
zontal pressure gradient increases from the outer radius surface 
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Fig. 6 Streamwise mean velocity, UIU,„,cl: (a) 0 deg, (b) 45 deg, (c) 90 deg 
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Fig. 8 Endwail mean velocity profiles, UIU,„tCl: (a) 0 deg, (b) 45 deg, (c) 90 deg 

Fig. 9 Total pressure coefficient, Cpo = (p0,,n,c<, - po)/0.5pUf„_cr- (a) 0 deg, (b) 45 deg, (c) 90 deg 

44 / Vol. 119, JANUARY 1997 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.50. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 2 Endwall inlet boundary layer characteristics 55.8 cm 
(XID = 2.75) upstream from the start of curvature (0 deg) at the endwall 
centerline 

89, 25.4 mm 

3' 4.6 mm 

e 2.6 mm 

H 1.8 

Tu„ 0.7 % atZ/D=0.84 

TiW 6.8% atZ/D=0.975 

to the inner radius surface. Also, along the inner radius surface 
higher local pressures exist near the two endwall corners. The 
secondary velocity vectors indicate strong crossflows along the 
endwall from the outer to inner radius surfaces with the maxi­
mum crossflow velocity (33.7 percent of UilhC,) occurring 38 
mm (Y/D = 0.188) from the inner radius surface (Fig. 5(b)). 
The endwall crossflow encounters an adverse pressure gradient 
as it approaches the inner radius corner, causing a deceleration 
followed by intense turning. The low-momentum flow from the 
endwall moves onto the inner radius surface and toward the 
passage plane of symmetry. Near the inner radius, surface and 
plane of symmetry intersection, the secondary velocity compo­
nents become negligibly small. Turning of the high streamwise 
velocity component produces centrifugal forces, which result 
in secondary flow from the inner radius surface toward the outer 
radius surface in a direction parallel to the plane of symmetry. 
At the outer radius surface the secondary flow turns toward the 
endwalls. The outer radius/endwall corner regions indicate an 
acceleration of the secondary velocity vectors toward the 
endwall where impingement and turning occur. The complete 
secondary velocity pattern forms the counter-rotating passage 
vortices common in passage flows with streamwise curvature. 
The streamwise velocity component indicates continued accel­
eration near the inner radius surface and deceleration in the 
outer radius region, Figs. 6(b) and 1(b). The peak streamwise 
velocity occurs between 0.1 < Y/D < 0.2, with a stronger 
radial gradient in velocity across the passage compared to the 
0 deg plane. Within the core region, variations in the streamwise 
velocity component are two dimensional. The streamwise veloc­
ity profiles indicate that the high-momentum-deficit regions near 
the endwall surface are thicker than at the 0 deg plane. In 
addition, a gradient in local endwall boundary layer thickness 
occurs with less momentum deficit near the inner radius surface, 
Fig. 8(b). Low total pressure losses exist throughout the outer 
radius region of the duct and high losses near the inner radius 
surface (Fig. 9(b)). Two distinct loss cores are present near 
the inner radius surface at Z/D = 0.25, 0.75. A total pressure 
loss equivalent to 70 percent of the inlet dynamic pressure exists 
within these cores. The high total pressure losses incurred near 
the inner radius surface are a consequence of high local mean 
velocity gradients. In turn, the local velocity gradients develop 
as the result of accumulation of low energy endwall boundary 
layer fluid that was displaced by the horizontal/radial pressure 
gradient. At the 90 deg cross section, the pressure gradient from 
the inner to outer radius surfaces has decreased to 45 percent 
of the inlet dynamic pressure (Fig. 4(c)) . Like the 0 and 45 
deg planes, the local pressure gradient is stronger near the inner 
radius than the outer radius. However, unlike the adverse 
streamwise pressure gradient exhibited in the outer radius region 
between 0 and 45 deg, a pressure decrease has occurred in the 
outer radius region, 0.4 < Y/D < 1.0, between the 45 and 90 
deg planes. The inner radius/endwall corner regions show an 
increase in pressure as does the region near the inner radius 

surface and plane of symmetry intersection. Each of these areas 
corresponds to a region in which the secondary flow velocity 
components experience strong deceleration. Throughout the 
cross section, the passage vortices are stronger at the 90 plane 
than at the 45 deg plane (Fig. 5 (c)) . Also, the largest secondary 
velocity vectors are located along the inner radius surface (40 
percent of UitltC, at Z/D = 0.3,0.7) rather than along the endwall. 
In the region near the intersection of the plane of symmetry 
and inner radius surface, the secondary flow is strong with 
intense rotation toward the core of the passage. Several second­
ary velocity vectors in this region indicate that the interaction 
of the two primary passage vortices has generated a new pair 
of counter-rotating vortices. Further evidence of this second pair 
of counterrotating vortices will be presented in the discussion 
of the streamwise vorticity structure. 

The streamwise velocity component at the 90 deg plane is 
shown in Figs. 6(c) and 7(c) . An immense redistribution of 
the streamwise momentum has occurred between the 45 and 90 
deg cross sections. The low-momentum fluid that had begun to 
coalesce near the inner radius surface at the 45 deg cross section 
has moved across the inner radius surface toward the plane of 
symmetry and radially outward into the passage core. In addi­
tion, high-momentum fluid from the core has been convected 
to the outer radius surface, away from the plane of symmetry, 
and along the endwalls toward the inner radius surface. At the 
90 deg plane, the outer 70 percent of the passage contains low-
loss/high-momentum fluid (Cp,„ s 0.2). The two high total 
pressure loss regions that existed near the inner radius surface 
(Z/D = 0.25, 0.75) at the 45 deg cross section have been 
displaced toward the plane of symmetry, met, and moved out 
into the passage to form a large T-shaped high total pressure 
loss core with the root extending from the inner radius surface 
(Fig. 9(c)) . The highest total pressure loss region is found at 
the root of the loss core near the inner radius surface (C;),„ <= 
1.1). Recall that this area indicated an intense interaction of 
the two primary passage vortices in addition to the generation 
of a second vortex pair. Further evidence of the redistribution 
of the passage flow at 90 deg is seen in the three endwall 
streamwise velocity surveys (Fig. 8(c)) . In the outer radius 
region, Y/D = 0.75, a high shear, thin boundary layer and 
accelerated local free stream exist, while, near the inner radius 
surface, Y/D = 0.25, a thin, highly three-dimensional endwall 
boundary layer exists. 

Vorticity Field. At the inlet and 0 deg cross sections, the 
distribution of the vorticity field is primarily restricted to the 
passage boundary layers. Negligible streamwise vorticity ex­
isted at either cross section. Figures 10-13 show the three 
components of vorticity and the magnitude of the vorticity vec­
tor that existed at the 45 and 90 deg cross sections. At the 45 
deg cross section, the streamwise component of vorticity, Clx, 
indicates an increase along the endwall boundary layers from 
the outer radius surface to the inner surface. A maximum magni­
tude of 750 s"1 exists near the inner radius corner. The hori­
zontal component of vorticity, QY, is primarily confined to the 
endwall regions and remains at approximately the same strength 
as the 0 deg cross section. The vertical component, fiz, is limited 
to the inner radius surface. Low levels of the vertical vorticity 
component are shown near the outer radius surface. This event 
coexists with the low total pressure loss region near the outer 
radius surface previously described. The highest level of vertical 
vorticity corresponds with the high total pressure loss cores 
that exist near the inner radius surface. The vorticity vector 
magnitude indicates the highest levels along the endwalls and 
inner radius surface with peaks (>850 s~') in the inner radius 
corner regions. 

At the 90 deg cross section, the endwall regions exhibit a 
gradient in the streamwise vorticity, Qx, with the lower levels 
near the outer radius surface and the higher levels near the inner 
radius surface. The maximum streamwise vorticity magnitudes 
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Fig. 10 Streamwise mean vorticity, ilx: (a) 45 deg, (fa) 90 deg 

Fig. 11 Horizontal/radial mean vorticity, S!y: (a) 45 deg, (/>) 90 deg 

Fig. 12 Vertical mean vorticity, ilz: (a) 45 deg, (b) 90 deg 
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Fig. 13 Mean vorticity vector magnitude, | f l | : (a) 45 deg, (b) 90 deg 

are located along the inner radius surface and within the high 
total pressure loss core along the plane of symmetry (0.0 < Y/D 
< 0.2). A new pair of oppositely directed streamwise vorticity 
components is shown in the inner radius region along the plane 
of symmetry. Their evolution results from the intense interaction 
of the two primary counterrotating vortices and the inner radius 
surface. The horizontal vorticity component is no longer con­
fined to the endwall regions. Though not as intense in magnitude 
as the streamwise component, horizontal vorticity exists 
throughout the high loss region near the inner radius surface. 
Similar to the 45 deg cross section, the vertical vorticity compo­
nent is concentrated near the inner radius surface (0.0 < Y/D 
< 0.4). With the exception of the endwall regions, the outer 
radius region of the passage is free of strong vortical action. 
However, the majority (>60 percent) of the passage cross sec­
tion contains high levels of vorticity. 

Endwall Heat Transfer. The convective heat transfer coef­
ficient distribution for the endwall surface is shown in Fig. 14. 
Several distinct regions of interest on the endwall have been 
labeled A-G and paths I and II. The entry region prior to the 
90 deg turn shows a continual decrease in the heat transfer 
coefficient on the test surface from the inlet to the 0 deg cross 
section (A). The decline in heat transfer in the streamwise 
direction is governed by the growth of the hydrodynamic and 
thermal boundary layers. Narrow regions of high heat transfer 
with strong gradients in the cross-stream direction are shown 
near the inner and outer radius corners (B). Specific corner 
flows, as described by Brundett and Baines (1964), Gessner 
(1973), and others, in these regions may be responsible for the 
higher heat transfer levels. These strong gradient regions in the 
straight inlet section of the duct coincide with the regions that 
have the highest turbulent velocity fluctuations, Fig. 3(b). It 
should be noted that the conduction heat loss through the side-
walls could also result in a slight increase in the uncertainty of 
the heat transfer coefficient in this region. Further details of the 
fluid mechanics in the corner region are required to quantify 
the contribution to endwall heat transfer. Steep gradients in the 
heat transfer coefficient along the outer radius surface within 
the 90 deg bend (C) are also clearly visualized. The passage 
vortex may produce significant vorticity near the outer and inner 
radii corner regions. The cross-stream velocities that indicate 
the strong vorticity content in these regions are shown in Figs. 
5(b) and 5(c) . Vorticity augmentation is much more significant 
near the inner radius corner than near the outer radius corner. 
The augmentation of the magnitude of the mean vorticity vector 
near the corner regions is shown in Figs. 13(a) and 13(6). It 

is likely that the location of the mean vorticity magnitude de­
rived from three-dimensional mean velocity data coincide with 
the regions of enhanced turbulent flow activity. The points on 
the endwall surface under the influence of these high turbulent 
kinetic energy regions could experience enhanced turbulent heat 
transport from the endwall. 

An enhancement in heat transfer (D) followed by a low 
region of heat transfer (£") occurs near the inner radius surface 
between the 0 and 35 deg cross sections where the initial devel­
opment of cross-stream velocities takes place. Similar patterns 
were observed in the cascade results of Goldstein and Spores 
(1988). They attributed the high heat transfer zone to a local 
highly turbulent flow that resulted from the transverse pressure 
gradient turning the endwall boundary layer. In regions D and 
E, shown in Fig. 14(a), a highly accelerated boundary layer 
on the convex inner surface and the endwall boundary layer 
merge together in the corner region. The mean flow in this 
corner region after the 0 deg section is highly three dimensional. 
The endwall boundary layer fluid starts to develop the secondary 
velocities in a direction from the outer wall to convex inner 
wall between the 0 and 45 deg locations. Between the inlet 
section and the 0 deg section, the inlet endwall boundary layer 
on the heat transfer surface is not subject to streamwise curva­
ture. The inlet flow away from the corners has almost a two-
dimensional mean flow structure, as shown in Figs. 3, 4 (a ) , 
5(a) , and 7(a ) . Immediately after the 0 deg section, near region 
D, this structure is severely disturbed by the immediate develop­
ment of centrifugal forces, static pressure gradient in the Y 
direction, stagnation pressure gradient in the Z direction, and 
the highly accelerated boundary layer on the inner radius side 
wall. Region D experiences a locally enhanced mode of turbu­
lent heat transport (77-82 W/m2 K) due to its highly strained 
mean flow structure. Immediately downstream of region D a 
relatively reduced heat transfer coefficient island (E) (67-72 
W/m2 K) exists. Turbulent momentum and heat exchange in 
this region may be reduced due to further acceleration of the 
fluid near the inner radius wall between the 20 and 45 deg cross 
sections. Further investigation of the heat transfer behavior in 
the corner region immediately downstream of the 0 deg section 
in conjunction with the mean flow and turbulent flow field is 
currently under consideration. 

At the 0 deg cross section, a gradient in the heat transfer 
coefficient exists with the higher levels near the inner radius 
surface and the lower levels near the outer radius surface (F). 
The favorable and adverse pressure gradients near the inner 
and outer radius surfaces, respectively, resulted in accelerated 
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Fig. 14 Endwall convective heat transfer coefficient, h (W/m2K) 

streamwise velocity near the inner surface and decelerated 
streamwise velocity near the outer radius surface. As the flow 
moves into the bend, the outer radius half of the passage endwall 
continues to show a decrease in the heat transfer level, while 

the heat transfer level on the inner radius half continues to 
increase. Beginning from the minimum heat transfer level estab­
lished in the outer radius half and continuing across the passage 
endwall toward the inner radius surface, a path of increasing 
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heat transfer level occurs (Path I) . This path forms the charac­
teristic wedge shape that has been described by Graziani et al. 
(1980) and can also be seen in the cascade results of Gaugler 
and Russell (1984), Goldstein and Spores (1988), and Boyle 
and Russell (1989). The path crosses the 45 deg cross section 
at an approximate value of YID = 0.25. The secondary velocity 
vector map at this cross section (Fig. 5(b)) indicated the highest 
secondary velocity vectors adjacent to the endwall occurred at 
this position. Similar circumstances are apparent at the 90 deg 
cross section, Fig. 5(c) . 

As discussed, the region of high endwall heat transfer near 
the inner radius surface (G) is seen to coincide with high levels 
of local secondary velocity. Traversing the endwall radially 
inward, a decrease in the heat transfer coefficient occurs as the 
inner radius surface and endwall corner is approached. This 
decrease in heat transfer may be the result of the secondary 
velocity deceleration followed by the abrupt turning of the flow 
onto the inner radius surface. The secondary flow conditions 
are similar to those present in a longitudinal vortex. Eibeck and 
Eaton (1987) showed a decrease in the Stanton number on the 
upwash side of the vortex. 

Finally, in the outer radius region of the passage endwall 
between the 45 and 90 deg cross sections, the streamwise pres­
sure gradient changes from adverse to favorable. This pressure 
gradient reversal results in an acceleration of the streamwise 
velocity. The endwall heat transfer coefficient distribution in 
this region indicates a path of increasing heat transfer that con­
tinues through the 90 deg cross section, Path II. The elevated 
heat transfer coefficient values (87-92 W/m2 K) measured 
near the outer surface corner at the 90 deg section lie in this 
path of increasing heat transfer. 

Conclusions 
The fluid dynamic features and endwall heat transfer coeffi­

cient patterns have been reported for a strongly curved, 90 deg 
turning duct. A detailed map of the convective heat transfer 
coefficient on the endwall surface and the mean flow character­
istics at four streamwise cross sections are presented (inlet, 0, 
45, 90 deg). The influence of the duct curvature on the pressure 
field was apparent throughout the passage curvature. Two pri­
mary counter-rotating passage vortices developed as a result of 
the inertial and pressure force balance. Between the 0 and 45 
deg cross sections, an adverse streamwise pressure gradient 
existed in the outer radius region and favorable streamwise 
pressure gradient existed in the inner radius region. These pres­
sure gradients resulted in a streamwise deceleration and acceler­
ation, respectively. Between the 45 and 90 deg cross sections, 
a favorable streamwise pressure gradient existed in the outer 
radius region. Streamwise accelerations and a migration of the 
vorticity field toward the inner radius surface resulted. High 
secondary flows traversed the endwall from the outer to inner 
radius surfaces. At the 90 deg section, the highest secondary 
velocity vectors had moved onto the inner radius surface. 

The local heat transfer behavior on the endwall surface is 
closely related to the structure of the three-dimensional mean 
flow and the associated turbulent flow field. When the endwall 
boundary layer develops in the curved section of the duct, cross-
stream components of the velocity vector are enhanced due to 
the generation of the passage vortex. The endwall boundary 
layer is also subject to streamwise curvature. The interaction of 
the endwall boundary layer with the inner and outer radius side 
wall boundary layers creates complex local wall heating rate 
distributions in the corner regions. Elevated levels of local heat 
transfer coefficients on the endwall coincide with the flow re­
gions that have high levels of vorticity magnitude. High levels 
of heat transfer on the endwall were also found near the regions 
of high secondary velocity adjacent to the endwall and in re­
gions where the streamwise velocity gradient was positive. Re­
gions of low heat transfer were associated with local streamwise 
decelerations. 

Several of the endwall heat transfer characteristics that exist 
in cascade studies were present in the turning duct passage. 
These results suggest that the simplified turbine passage model 
can sufficiently represent many of the dominant fluid dynamic 
and resulting endwall heat transfer properties present in cascade 
models. Duct flows also represent a natural progression for 
computational studies aimed at resolving the details of the more 
complex, complete turbine stage. A successful interpretation of 
local high and low heat transfer regions require an extensive 
evaluation of the local turbulent flow characteristics. A detailed 
investigation of the local turbulent flow features is currently 
under progress. 
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Measurement and Computation 
of Heat Transfer in High-
Pressure Compressor Drum 
Geometries With Axial 
Throughflow 
This paper makes comparisons between CFD computations and experimental mea­
surements of heat transfer for the axial throughflow of cooling air in a high-pressure 
compressor spool rig and a plane cavity rig. The heat transfer measurements are 
produced using fluxmeters and by the conduction solution method from surface tem­
perature measurements. Numerical predictions are made by solving the Navier-
Stokes equations in a full three-dimensional, time-dependent form using the finite-
volume method. Convergence is accelerated using a multigrid algorithm and turbu­
lence modeled using a simple mixing length formulation. Notwithstanding systematic 
differences between the measurements and the computations, the level of agreement 
can be regarded as promising in view of the acknowledged uncertainties in the 
experimental data, the limitations of the turbulence model and, perhaps more impor­
tantly, the modest grid densities used for the computations. 

1 Introduction 
Improvements in the power and thermal efficiency of gas 

turbine engines rely on increasing turbine inlet temperatures 
and advances in cooling technology. Cooling air is bled from 
the compressor and is routed to the various engine components 
by the so-called Internal Air System. If components are not 
adequately cooled, component failures will occur, but too much 
cooling air will of course reduce overall engine performance. 

Figure 1 shows a schematic diagram of a section through an 
aero-engine high-pressure compressor. The compressor spool 
comprises an outer drum and a series of disks, which partition 
the interior into a number of cavities, sealed at the periphery 
or shroud. Cooling air passes axially through the compressor 
spool, flowing between the bores of adjacent disks as shown in 
the figure. Some of this flow enters the cavities and a parasitic 
temperature rise occurs as a result of heat transfer from the disk 
surfaces and the shroud. A knowledge of the heat transfer is 
therefore important for two reasons: (/) to be able to predict 
the temperature of the turbine cooling air, and (ii) to be able 
to predict the temperature, stress, and radial growth of the com­
pressor disks. 

Farthing et al. (1992b) experimentally investigated the flow 
structure in a simplified high-pressure compressor configuration 
comprising a single rotating cavity with an axial throughflow 
of cooling air. The isothermal (or unheated) flow structure was 
characterized by a toroidal vortex driven by the central 
throughflow. In the main, the flow was axisymmetric. However, 
various modes of vortex breakdown were found to occur (gov­
erned by the cavity gap ratio, G = sib, and the Rossby number, 
Ro = W/tta), some of which resulted in nonaxisymmetric flow 
and some in axisymmetric flow but with a reversal at the cavity 
exit. For a heated cavity, the nonisothermal flow structure is 
always three dimensional. It appears that rotationally induced 
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buoyancy forces cause heated air inside the cavity to be destabi­
lized. As a consequence of the resulting motion, some (perhaps 
10-20 percent) of the central throughflow enters the cavity 
through one or more radial arms. Asymmetry in the flow is 
required to provide the Coriolis force, through a circumferential 
pressure gradient, necessary to sustain a radial flow outside the 
disk boundary layers. 

Farthing et al. (1992a) correlated measurements of the disk 
heat transfer and Long and Tucker (1994a) presented measure­
ments of the heat transfer from the peripheral shroud. In both 
cases, a cavity with a gap ratio of G = 0.13 was used, and it 
was suggested that the heat transfer was a function of a rota­
tional Grashof number, Gr = U2rpATL3/v2 (the choice of 
characteristic length, L, is discussed more fully later in this 
paper). 

Full three-dimensional, time-dependent, laminar computa­
tions for fairly low values of axial and rotational Reynolds 
numbers (Rez « 2 X 103 and Re ,̂ « 1 X 104) were made by 
Long and Tucker (1994b). There was encouraging quantitative 
agreement with the experimental flow visualization, carried out 
using laser-illuminated smoke, of Farthing et al. (1992b). Re­
sults presented also illustrated the complex flow structure, which 
is significantly influenced by the cavity surface temperature 
distribution. Further studies were undertaken by Tucker (1993) 
in which both laminar and turbulent solutions were obtained. 

Three-dimensional, time-dependent computations of this flow 
require considerable computing resources. Iacovides and Chew 
(1993) investigated the potential for using two-dimensional axi­
symmetric steady-state solutions (using a one-equation energy 
model with prescribed algebraic length scale and also a mixing 
length model) to estimate the disk heat transfer when the Rossby 
number is high (Ro «s 35). The superior performance of the 
one-equation model was noted and comparison with limited 
experimental results showed some agreement (similar magni­
tudes of disk heat transfer and the trend in the difference be­
tween the two disks). 

In this paper we report on further three-dimensional time-
dependent computations for this flow. The CFD computations 
are used to model the flow in two different experimental rigs 
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Fig. 1 Simplified arrangement of a high-pressure compressor drum 

for a range of operating conditions, some of which are represen­
tative of those found in real aero-engines. These rigs are de­
scribed in Section 2 and the analysis of the experimental data 
in Section 3. A mixing length turbulence model is used and a 
description of this, together with that of the numerical model, 
is given in Section 4. The computations are discussed and com­
parisons made with the experimental data in Section 5. 

2 Experimental Apparatus 

Two separate experimental rigs are discussed. These will be 
referred to as Apparatus (a), the rotating cavity rig, and Appara­
tus (b), the high-pressure compressor spool rig. Discussion of 
most of the details for Apparatus (a) is given by Northrop 
(1984). Later modifications to the apparatus, which include the 
addition of a shroud heater system and a local air temperature 
measurement probe, are described by Long and Tucker 
(1994a). 

Data for Apparatus (b) were supplied by an engine manufac­
turer (no experimental measurements were taken from this ap­
paratus by the authors). The data comprised measured metal 
and air temperatures, and cavity pressures at various times for 
a number of different tests. Discussion of most of the details 
for Apparatus (b) is given by Tucker (1993). However, for the 
sake of completeness, brief descriptions of both Apparatus (a) 
and (b) will be given here. 

2.1 The Rotating Cavity Rig, Apparatus (a). Figure 
2(a) shows a schematic diagram of experimental Apparatus 
(a). The rotating cavity comprises two separate disks and a 
peripheral shroud, all of which rotate at a common angular 
velocity fi. The cavity has an outer radius, b = 484.5 mm, and 
the disks are separated by an axial distance, s = 65 mm (G = 
0.134). The maximum speed of 4000 rpm corresponds to a 
rotational Reynolds number of Re^ » 5 X 106. Air is fed into 
and out of the cavity by two co-rotating pipes with an inner 
radius, a = 45 mm. The peripheral shroud is made from a 
carbon-fiber epoxy-resin composite. The basic construction of 
both the upstream and downstream disks is identical, but the 
positioning of the instrumentation is slightly different. Each 
disk is fitted with electrical heaters and the shroud is heated by 
stationary "fire bar" heaters mounted in a curved cradle with 
a reflective inner surface. In addition to the air inlet temperature, 
the air temperature inside this rig is also measured, using three 
0.15 mm copper-constantan thermocouples protruding from the 
surface of a stainless steel supporting tube fastened diametri­
cally across the cavity (see Long and Tucker, 1994a, for further 
details). 

The front and back faces of the disks are covered with 1-
mm-thick glass fiber instrumentation mats. The surface temper­
atures for each disk are measured using thermocouples made 
of 0.15-mm-dia copper-constantan wires. There are 13 thermo­
couples on the outside face of each disk, 23 on the inside face 

N o m e n c l a t u r e 

a, b = inner and outer radius of cavity 
A„ = coefficients (n = 0, 1, 2 . . . , 5) 
Cp = specific heat at constant pres­

sure 
G = sib or s'lb gap ratio 

Gr = WrpATVlv2 rotational Gras-
hof number 

k = thermal conductivity 
I, l0 = mixing length 

L = characteristic length 
m = mass flow rate 
n = arbitrary exponent 

Nu = qL/ATk local Nusselt number 
p = P - pQ2r2/2 = reduced static 

pressure 
P = static pressure 

Pr = jiCplk = Prandtl number 
q = heat flux 

r, z, 6 = radial, axial, and tangential co­
ordinates 

R = characteristic gas constant 
Rez = IWalv = axial Reynolds num­

ber 
Re ,̂ = Q,b2lv = rotational Reynolds 

number 
Ri = Richardson number 
Ro = W/Qa = Rossby number 

s or s' = axial gap between the disks 
S = source term 
t = time 

t* = Ut dimensionless time 
T = static temperature 

u, v, w = radial, tangential and axial ve­
locity components in a coordi­
nate system rotating at fi 
rad/s 

V = voltage 
W = bulk average velocity at cavity 

inlet 
X = rib = dimensionless radius 
y = distance from wall 

y+ = wall-distance Reynolds num­
ber 

a0, £*! = Gosman under relaxation fac­
tors 

0 = I IT — volumetric expansion 
coefficient 

T = diffusion coefficient 
Af = time step 

Af* = UAt = dimensionless time-
step length 

AT = temperature difference 
6 = boundary layer thickness 
e = emissivity 
X = -2/ti/3 = viscosity coefficient 
v = kinematic viscosity 
fj, = dynamic viscosity 
p = density 
T = shear stress 
4> = generalized transport variable 

u> = circumferentially averaged 
rotational speed of fluid 
core between the disks 

fi = rotational speed of the disks 

Subscripts 

avg = average value 
cav = value inside the cavity 
eff = effective (laminar + 

turbulent) value 
in = value at the cavity inlet 

max = maximum value 
new, old = new and old values 

r, z, 6 = radial, axial, and tangential 
components 

R = radiative value 
s, sh = pertaining to the disk and 

shroud surface, respectively 
shaft = pertaining to the central 

shaft 
t = turbulent value 

tot = total value 
u,v, w, T = pertaining to the variables 

u, v, w, and T 
<j> = pertaining to the generalized 

transport variable 

Superscript 
* = dimensionless quantity (for 

T) 

52 / Vol. 119, JANUARY 1997 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.50. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



instrumentation mat 
istmmentation mat 

eat«d stMl disc 

Internal hwitw 

Downstream slip rings 

Axial throughflow 

Shroud 7771 

cooling 

pressure casing 

air hearers 

(b) 

Fig. 2 Diagrams of the two experimental rigs: (a) apparatus (a), the 
rotating cavity rig; (o) apparatus (/>), the high-pressure compressor 
spool rig 

of the upstream disk, and 18 on the inside face of the down­
stream disk. The front face of each disk is also instrumented 
with eight RdF heat fluxmeters fixed into slots 10 mm wide 
and 0.7 mm deep using an epoxy resin. The inner cylindrical 
surface of the shroud is also instrumented with two fluxmeters, 
each of which contains a thermocouple to measure the local 
shroud temperature. The shroud fluxmeters are secured by sev­
eral strips of Kapton tape, which surrounds them and provides 
a surface with a uniform thermal resistance. 

The total (radiative and convective) heat flux, qm, from the 
fluxmeters is given by: 

A0V{[A, + (4A2r s)]1 / 2 + A2V] W/m2 
(1) 

where V is the output voltage (in mV), T, the surface tempera­
ture (in °C) and A0, A,, and A2 are calibration constants (dis­
cussed by Long, 1991). 

2.2 The High-Pressure Compressor Spool Rig, Appara­
tus (b) . A cross section illustrating the salient features of 
Apparatus (b) is shown in Fig. 2(b). The compressor spool, 
which comprises a number of cavities, is housed inside a pres­
sure casing. Passing through the center of the compressor spool 
is a rotating shaft of radius rshaft = 45 mm. The rotational speed 
of the shaft is independent of the four disks: The shaft can 
rotate synchronously with the disks or corotate/counterrotate at 
a different speed. The disks are made of titanium and have an 
outer radius, b = 200 mm, an inner radius, a = 58 mm, and 
are separated by an axial gap of J = 50 mm (G = 0.25). The 
maximum disk speed and test pressure are 12,000 rpm and 

3.2 bar (absolute), respectively, enabling rotational Reynolds 
numbers up to Re^ « 1 X 107. A simulated axial throughflow 
of cooling air (with a maximum flow rate of 0.36 kg/s) enters 
the apparatus through inlet ports indicated on the upstream (left) 
side of the diagram and leaves as shown on the downstream 
(right) side of the diagram. Hot air jets are used to heat the 
outer radius of the spool to a maximum surface temperature 
of approximately 600 K. The disks themselves are heated by 
conduction from the shroud region. Figure 3(a) shows the 
cavity formed by disks 2 and 3 and the outer bounding shroud 
for which the experimental data were supplied. The positions 
of the air and metal temperature thermocouples are also shown. 

3 Data Analysis 
The data for Apparatus (a) were obtained for constant values 

of Rez, Re^,, surface temperature level and distribution. How­
ever, for Apparatus (b), where the data had rapid initial thermal 
transients, measurements were analyzed only after these initial 
transients, where the conditions became relatively steady. This 
is because, during such transients, there is a change in the radial 
temperature distribution, which (as found by Farthing et al, 
1992a) significantly affects the Nusselt numbers. 

A smoothing technique described by Long (1984) is used to 
smooth the fluxmeter and temperature signals with time. These 
smoothed data are then interpolated into 100 equal time-steps 
and a suitable fit (using Bessel interpolation or cubic splines) 
obtained for the radial temperature distribution at each of these 
time-steps. These temperatures are used as boundary conditions 

Shroud heaters 

Cooling flow 

Fig. 3 Region of interest on experimental Apparatus (Jb) between disks 
2 and 3: (a) actual geometry, • denotes an air temperature thermocouple, 
A a metal temperature thermocouple; (b) finite element mesh used in 
the conduction analysis 
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for the solution of the transient conduction equation, which in 
cylindrical-polar coordinates is 

r~'d[rk(dTldr)]ldr + d[k(dT/dz)]/dz = pCpdT/dt. (2) 

The computed temperature field at each time step is differenti­
ated using second-order backward differences to give surface 
heat fluxes. The measured fluxes from both the transient conduc­
tion solution and the fluxmeters are total heat fluxes, q,ol, from 
which the radiative heat flux, qR, must be subtracted to give the 
convective flux, q. The radiative fluxes are estimated using the 
method described by Long (1986). For Apparatus (a), the 
cavity surfaces are covered with a matt-finish instrumentation 
mat for which the emissivity e is sufficiently close to unity that 
these surfaces can be treated as black. For Apparatus (£>), the 
emissivities of the cavity surfaces are significantly different 
from unity and are treated as gray. The variation of emissivity 
with temperature, T (in K), is evaluated using a fit of tabulated 
data for titanium taken from Touloukian and DeWitt (1970): 
e = 0.1 + 3.57 X 10~4 T. For Apparatus (a), the view factors 
are calculated using tabulated algebraic expressions. For Appa­
ratus (b), since the cavity geometry is more complicated, a 
numerical integration procedure is used to compute the view 
factors and this is discussed by Tucker (1993). The Nusselt 
numbers (Nu = qL/kAT) are based on the convective heat flux 
and taken as time-averaged values over a period where the 
temperatures change little with time. For Apparatus (b), Eq. 
(2) is solved using the finite-element technique (see Tucker 
and Long, 1992). Convergence of the discretized finite-element 
equations is accelerated using a simple multigrid procedure with 
two grid levels (a fine and a coarse grid). Since, for Apparatus 
(b), there can be significant variations in disk temperature 
(from bore to rim and also during the test), the thermal conduc­
tivity, k, is evaluated as a function of temperature at each of 
the finite element nodes and at each time step (k = 2.22 + 
0.01362" W/mAT, where T is in K). 

The finite element mesh used for the conduction analysis is 
shown in Fig. 3(b). The letters A', A, B, C, D, D' are used 
to denote the different treatment of boundary conditions. In the 
midplane of the disks (i.e., along lines AB and DC), the disks 
are treated as adiabatic (dT/dz = 0). This assumption has been 
used by Farthing et al. (1991) and, for relatively thin disks 
with a large radial temperature gradient, is considered to be a 
reasonable assumption. At the disk bores, cooling air flows 
through the narrow gap rshaft =s r ^ a. The regions AA' and 
DD' are therefore each assumed to be isothermal and at the 
temperature obtained from the thermocouples located on the 
disk bores (see Fig. 3(a) ) . For the region at the outer radius 
of the shroud (BC), the temperatures are obtained by linear 
interpolation of the measurements from the thermocouples lo­
cated on the outside surface of the shroud. On the cavity surface 
(A'D'), quadratic curves (generated using a Bessel interpola­
tion) are used to obtain the temperature distribution between 
the experimentally measured locations. The influence of differ­
ent forms of curve on predicted heat transfer was investigated 
by Tucker and Long (1992), and for the geometry considered 
and number of data points supplied, the form of interpolation 
used here was considered to be the most appropriate. For each 
test, the initial conditions were obtained from the solution of 
the steady-state equation, setting (8Tldt),=0 = 0 in Eq. (2). 

4 Numerical Method 

Relative to the disks, the flow structure inside the cavity is 
slow moving (ui « ft), so that the terms in the energy equation 
associated with frictional heating can justifiably be ignored. 
(Comparisons between numerical predictions with and without 
viscous dissipation, for the highest rotational Reynolds number 
considered here, show variations in local Nusselt number less 
then 5 percent.) This allows the formal stagnation enthalpy 
equation to be substituted by one in which the temperature is 

Table 1 Diffusion coefficients for Eq. (3) 

r<|>,z r<|>,r r<|>,8 

2u.eff + 1 n e f f u.eff 

Heff 2 n e f f + A. | i e f f 

hsff hjff 2 ^ e f f + ^ 

JL + iiL i + ^L _k_ + !±L 
Cp Prt Cp Prt Cp Prt 

the dependent variable: No source terms arise with consequent 
savings in CPU time. The variation of air density with pressure 
and temperature is calculated using the ideal-gas equation of 
state, p - PIRT, where R is the characteristic gas constant. 

The time-dependent equations describing the conservation of 
momentum and energy in 3D for such a flow can be represented 
in a common form for the general transport variable </> by 

d(p<t>)/dt + d(pw^)ldz 

+ r-'d(pru(f))/dr + r"1 d(pv<f>)ld6 

= d(T4>,zd(j>/dz)/dz + r-'diT^rd^/d^/dr 

+ r'2d(T<l,,l)d4>/d9)fde + V (3) 

The diffusion coefficients, T^, that occur in Eq. (3) are listed 
in Table 1, where \ = — 2 ^ / 3 and paf is the effective ( = 
laminar + turbulent) viscosity. The turbulent Prandtl number 
was assigned a value of 0.9. 
The source terms, S$, when <f> = w, w, v, and T are as follows: 

Sw = -dpldz + d(\r-ld(ru)/dr)/dz + d(\r~] dvld0)ldz 

+ r-ld(p,rduldz)ldr + r~ld(pJdv/dz)/de; 

Su = -dpldr + d(pdw/dr)/dz + d{\dwldz)ldr 

+ d(\r~ldv/d6)/dr + r^d^rdivr-^ld^ldd 

- 2p,r-2(dv/dd) + 2pvQ + u8(\r-])/dr 

- 2/M/r2 + pv2/r; 

Sv = —r^'dp/dO — puvr~{ — p,vr~2 — vr'1 dpldr 

+ r-1d(pdw/d6)/dz + r~2d(prduldQ)dr 

+ r'ld(kdw/dz)d9 + r~2d(\d(ru)ldr)ldd 

+ 2pr~2dulde - 2puQ; 

ST= 0. 

Note thatp is here the reduced static pressure, measured relative 
to the local static pressure for solid-body rotation of the cavity 
air. 

The continuity equation in time-dependent form is given by: 

dpldt + d(pw)ldz + r~ld(pur)/dr 

+ r'id(pv)ldB = 0. (4) 

4.1 Initial and Boundary Conditions. Some predictions 
were used as initial conditions for other solutions; for example, 
converged solutions for a lower axial Reynolds number or 
shroud temperature, or made on a coarser grid, would be used 
to generate initial conditions for solutions with a higher axial 
Reynolds number, shroud temperature, or finer grid. For solu­
tions where such an approach was not used, the initial conditions 
inside the cavity (i.e., for a =s r =s b, 0 < 0 =s 2n, and 0 == z 
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< s) were set as: u = v = w = 0; P = 1.03 X 105 Pa; T = T,„ 
and p = PIRTin. 

For t > 0, the disk and shroud surface temperatures were 
specified (the precise form will be stated as appropriate later 
in the paper) and, on these boundaries, u = v = w = 0. At the 
cavity inlet (i.e., z = 0, r s a, and for 0 < 6 < 2-K), T = r„„ 
u = v = 0, and a constant uniform profile was stipulated for 
the axial velocity, w = W. At the cavity outlet (z = s, r < a, 
and for 0 < 9 s 27r), for Apparatus (a), d<fr/dz = 0, where 
(f> = u, v, w, or T. For Apparatus (b), these differential outlet 
boundary conditions resulted in convergence difficulties and 
evidence of flow reversal at the cavity outlet. Although this 
flow reversal could indicate the occurrence of vortex breakdown 
(which is not inconsistent with experimental evidence, albeit 
obtained from rigs with a different inlet radius ratio and without 
a central shaft), in order to reduce computing time and therefore 
make computations for Apparatus (b) viable, the following out­
let boundary conditions were used: dT/dz = 0, u = v = 0, and 
w = W. The sensitivity to the cavity outlet boundary conditions 
suggests that the flow there is strongly elliptic in nature and 
that the accuracy of solutions could be greatly improved if the 
downstream cavity were included in the calculation. This is, 
however, unrealistic at present due to limitations in CPU time 
and storage requirements. 

4.2 Numerical Method. Full details of the solution 
method used for the three-dimensional, time-dependent, numeri­
cal work presented here are given by Tucker (1993) and so 
only a brief discussion follows. The equations of motion are 
solved in a coordinate system rotating at the cavity angular 
velocity and discretized using a control volume formulation 
with an implicit time scheme. The grids used in the momentum 
equations are staggered. The HYBRID scheme of Spalding 
(1972) and also a stabilized (Tucker, 1993) version of the 
CONDIF scheme of Runchal (1987) are used to interpolate 
variables from the main grid points onto the mesh control vol­
ume faces. The pressure field over the computational domain 
is obtained from the continuity equation using the SIMPLEC 
method of Van Doormal and Raithby (1984). Solution of the 
discretized equations is accelerated by the use of a nonlinear 
multigrid algorithm with a V -cycle. 

Convergence of solutions is improved by adding a slightly 
modified form of the term proposed by Gosman et al. (1976) 
to the radial momentum equation. In the current nomenclature, 
the term is a0p\v + a,fir|(«old - unevl)/r, where aQ and ax are 
in effect underrelaxation factors and the subscripts "old" and 
"new" denote values at the previous and current iterations. For 
the current predictions, a.x = 2 and a0 was varied in the range 
0.5-1.0. 

4.3 Modeling of Turbulence. Although the flow in a 
heated rotating cavity with an axial throughflow is here assumed 
to be turbulent, it should be noted that the conditions under 
which laminar-turbulent transition occurs are not, as yet, 
known. Farthing et al. (1992a) showed the disk heat transfer 
(for 2 X 104 s Re, =2 1.6 X 105 and 2 X 105 < Re+ < 5 X 
106) to be correlated by Re"3 and Gr025. The significance here 
is the exponent of the Grashof number, a value normally associ­
ated with laminar free convection. It is quite likely that both 
the axial Reynolds number and the Grashof number affect tran­
sition. It is also considered likely that laminar and turbulent 
conditions could co-exist, as for example in a cavity with super­
imposed radial flow (Owen et al., 1985) where there can be a 
turbulent source region yet laminar Ekman layers on the disks. 

Transitional flows in rotating disk geometries can perhaps 
best be handled by the use of low-Reynolds-number energy-
dissipation (k~e) models. Indeed, Morse (1991a, b) and Morse 
and Ong (1992) have obtained very good predictive agreement 
for the flow and heat transfer in various geometries over a wide 
range of operating conditions. However, such models require 
fairly dense clustering of grid nodes in near-wall regions to 

obtain sufficient resolution of the rapidly changing turbulence 
quantities for the predictions to be sensibly grid-independent. 
This approach is viable for two-dimensional flow computations, 
but not generally for three-dimensional flows. Here, to reduce 
CPU time and core memory requirements, the mixing length 
model of Koosinlin et al. (1974) is used with the original Van 
Driest formula for near-wall damping. Full details regarding the 
implementation of the turbulence model are provided by Chew 
and Vaughan (1988), but a brief description will be given here. 

The turbulent viscosity is calculated from 

(j,, = pl2[(du/dz)2 + (dv/dz)2 + (dw/dr)2 

+ (rd(v/r)/dr)2]1'2, (5) 

where / is the mixing length and 8 derivatives are ignored. 
The mixing length increases linearly with wall distance, but is 
damped according to the Van Driest formula very close to the 
wall, i.e., 

l = A0y{l - e x p ( - v + / 2 6 ) } , (6) 

where A0 = 0.42, y is the distance from the wall, and v+ 
(= yirjp)05/v) is a nondimensional wall distance involving 
the resultant wall shear stress, T. Koosinlin et al. and Chew and 
Vaughan both used a modified Van Driest formulation involving 
the local shear stress, but for the flow considered here, numerical 
experiments showed little difference in predicted heat transfer 
using the two formulations, while Eq. (6) was preferable from 
the viewpoint of computational stability and also less de­
manding of CPU time. The limiting value of the mixing length 
is specified as 

/ = AA (7) 

where 6 is a boundary layer thickness, defined as the point 
where the shear stress falls to 1 percent of its value at the wall, 
and A, = 0.085. At cylindrical surfaces, the mixing length is 
modified according to 

/ = /0(1 - A 2Ri) , (8) 

where l0 is the base value from Eq. ( 6 )o r (7 ) ,A 2 = 5 (a value 
selected by Koosinlin et al. to give the best agreement of their 
numerical predictions with experimental data), and Ri is a gra­
dient Richardson number given by 

Ri = (2v/r2)(d(rv)/dr)/[(dw/dr)2 + (rd(v/r)/dr)2]. (9) 

4.4 Convergence Criteria. The parameters used to moni­
tor convergence were the normalized residuals and also the root-
mean square (rms) change in all the variables. The latter is 
defined as rms^, = (2(^>new - </>oid)2/[£(0new)2])"2, where the 
summation applies over the entire solution domain. The discre­
tized equations are not under-relaxed and, at the end of a time 
step, rms ,̂ < 10 5 and typically an order of magnitude smaller 
than this. For all variables, this constitutes a suitably strict con­
vergence criterion. 

The residual of the pressure correction equation was made 
dimensionless by dividing by mcav, the net mass flow rate of 
fluid actually entering the cavity (typically 0.1 to 15 percent of 
the throughflow rate). For the energy equation, the product of 
flow rate entering the cavity and the maximum temperature 
difference between the cavity walls and the incoming air was 
used to normalize the residuals, while, for the momentum equa­
tions, the normalizing factor was taken as mcav multiplied by 
appropriate reference velocities. All normalized residuals were 
required to exhibit a convergence error of less than 1 percent 
at the end of the iteration within each time step. 

Computations were performed on a Solbourne 5E/905-128 
computer using double-precision FORTRAN. For Apparatus 
(a), on average approximately 15 hours of CPU time were 
required to advance 1 s in simulated time, and for Apparatus 
(b), on average, approximately 500 hours. Solutions were con-
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Table 2 Dimensionless parameters for cases considered Table 3 Coefficients of Eq. (10) for the test cases considered 

Case Re, ReA PAT. 
max 

Apparatus 

I 2.0 x 103 2.0 x 105 0.185 a 

II 2.0 x 103 2.0 x 105 0.314 a 

m 2.0 x 104 2.0 x 105 0.270 a 

IV-VII 2.3 x 104 3.0 x 106 0.262 b 

sidered to be steady and independent of initial conditions when 
the disk surface Nusselt number distribution did not vary sig­
nificantly ( < 2 percent variation over a time period t* = 25) 
or the variation was seen to be cyclic. Several different flows 
were used to validate the code: These are discussed by Tucker 
(1993). 

Cases i n ra IV-VII 

Apparatus (a) (a) (b) 

Discs both both upstream downstream 

Ao 
A l 
A2 

A3 

0.1806 0.1175 -0.556 0.6253 

2.6587 -0.6109 3.743 -1.923 

-10.11 10.49 -7.213 2.297 

17.32 -38.00 5.026 3 .4xl0- 4 

-9.157 57.99 

-29.54 
- -

5 Discussion of Results 
Numerical predictions will be presented for seven different 

test cases, numbered I to VII. Values of the axial and rotational 
Reynolds numbers and the buoyancy parameter, /3Armax, for 
which the flow conditions are modeled are summarized in Table 
2. Cases IV-VII are for the same flow conditions, but different 
grid densities are used (see Table 5). 

Figure 4 shows typical radial variations of dimensionless 
surface temperature (T* = (T — Tln)/(T,ylmx - Tin)) for both 
Apparatus (a) and (b). The disk surface temperature increases 
with radius, differences in the form of the temperature distribu-

0.00 i • i • 1 ' 1 ' r 

0.00 0.20 0.40 0.60 0.80 1.00 
X 

1.00 

0.80 

0.60 

0.40 -\ 

0.20 

Upstream disc 

Downstream disc 

0.00 
0.00 0.20 0.40 0.60 0.80 1.00 

X 

Fig. 4 Typical variations of dimensionless disk surface temperature with 
radius for the test cases used in the numerical predictions: (a) Apparatus 
(a); (b) Apparatus (b) 

tions being due to differences in the heating systems used. For 
Apparatus (a) , the upstream and downstream disks have similar 
temperature distributions; for Apparatus (b), the downstream 
disk is hotter (by about 10 K) than the upstream. 

These surface temperatures were used as boundary conditions 
for the predictions, being specified as polynomials of the form, 
and the coefficients used are shown in Table 3: 

T* = 'LA„Xn(n = 0, 1, 2 . . . 5 ) . (10) 

The maximum disk surface temperatures, the nondimensional 
radius where these occur, the air inlet temperatures, average 
shroud temperatures, and shroud boundary conditions are sum­
marized in Table 4. 

For cases I and II, the shroud temperature was actually mea­
sured in the experiments; there was little variation across the 
axial width of the shroud and so the temperature is assumed 
constant in the modeling. For Case III, where an insulated 
shroud was used in the experimental work, an adiabatic shroud 
is assumed (so it is not necessary to specify a shroud tempera­
ture). For cases IV-VII, where there were also shroud tempera­
ture measurements, the shroud temperature was assumed to vary 
linearly between the upstream and downstream disc surface 
temperatures at X = 1. 

The number of pressure correction sweeps, axial and radial 
grid expansion factors, number of axial, radial and tangential 
grid nodes, number of multigrid levels, time-step size and time 
at which solutions are presented are summarized in Table 5. 

In order to reduce CPU time, the solution for Case II was 
started from the solution for Case I. The solution for Case III 
was started from a solution with Re; « 2 x 103 (not presented 
here). Also the solution for Case V was started from the solution 
for Case IV, and the solutions for Cases VI and VII started 
from that for Case V. 

Table 4 Details of thermal boundary condition for cases considered 

Case *s,max 

(K) 

X n n 
(K) 

Tsh,ave S h r o u d 

(K) 

I 347.0 0.82 286.0 339.0 isothermal 

n 347.0 0.82 286.0 339.0 isothermal 

ni 379.0 0.82 293.0 — adiabatic 

iv-vn 382.0 1.00 302.5 379,5 isothermal 
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Table 5 Numerical details of cases considered 

Case: I I I I I I IV V VI VI I 
Apparatus (a) Apparatus (b) 

No. of Pressure Correction Sweeps 8 8 50 18 18 18 18 
Axial Grid Expansion Factor 1.10 1.10 1.10 1.20 1.20 1.20 1.20 
Radial Grid Expansion Factor 1.21 1.21 1.21 1.23 1.23 1.23 1.23 
No. of axial grid, nodes 17 17 17 17 17 33 17 
No. of radial grid nodes 21 21 21 21 21 21 3 7 
No. of tangential grid nodes 40 40 40 1 40 40 40 
Multigrid levels in z & r directions 3 3 2 1 1 1 1 

Multigrid levels in 0 direction 3 3 2 1 1 1 1 
Dimensionless time-step QAt 0.63 0.63 0.41 0.58 0.58 0.58 0.58 

Dimensionless time t* = Qt 804 917 245 21000 7500 170 175 

mixing between the two regions is limited to a distinct interface 
between them and does not occur throughout the entire cavity. 
Little of the fluid seeded in the inner region appears in the outer 
region, and conversely, little of the fluid seeded in the outer 
region appears in the inner region. 

Comparison between an axisymmetric solution (Case IV) 
and a three-dimensional solution (Case V) shows that treating 
the flow as axisymmetric results in velocities several orders of 
magnitude lower. Correspondingly, the mass flow rate entering 
the cavity, expressed as a percentage of the axial throughflow 
air mass flow rate, is 0.1 percent for the axisymmetric prediction 
(which is consistent with the axisymmetric computations of 
Hennecke et al., 1971) and over 5 percent for the three-dimen­
sional prediction. It is therefore very unlikely that an axisymme­
tric prediction will be able to model faithfully the flow in an 
entire cavity with axial throughflow. However, there are consid­
erable computational advantages to such an approach and under 
certain conditions (high Rossby number for example), a two-
dimensional axisymmetric solution might give acceptable re­
sults (see Iacovides and Chew, 1993). 

5.2 Shroud Heat Transfer. The variation of measured 
and predicted values of average shroud Nusselt number (Nu = 
qL/kAT) with Grashof number (Gr = Q2b/3ATL*/v2) is 
shown in Fig. 6; the choice of characteristic length, L, and 
temperature difference, AT, is discussed fully below. The mea­
sured values are from both Apparatus (a) and (b); the predic­
tions are made using the HYBRID scheme. For the measure­
ments from Apparatus (a), G = 0.134, Re, = 8 X 1 0 \ 2 X 
105 s Re<j < 2 X 10fi, and, for Apparatus (b), G = 0.25, 1.9 
X 104 =s Re, < 10.5 X 104, 3 X 106 < Re ,̂ s 6.25 X 106. 
Also shown on the figure are correlations for free convection 
from a horizontal surface, heated with a constant surface tem­
perature, facing upward and in a gravitational field (Gebhart et 
al., 1988); in the current nomenclature, these are given by 

N u = 2(I-3")A0Pr"Gr". (11) 

For the laminar regime (2.2 X 104 < Gr Pr < 8 X 106), A0 = 
0.54 and n = j ; for the turbulent regime (8 X 106 < Gr Pr < 
1.6 X 109),A0 = 0.15 and« = j . 

Long and Tucker (1994a) have shown that measured values 
of shroud heat transfer in a rotating cavity with an axial 
throughflow of cooling air for 106 < Gr < 3 X 108 are corre­
lated reasonably well by Eq. (11), provided that the cavity air 
temperature, Tmv, is used as a reference temperature in the 
definition of the Nusselt and Grashof numbers, so AT = Tsh -
Tcm. For Apparatus (a ) , rcav is taken as the temperature at X 
= 0.867 and for Apparatus (b) at X = 0.96, corresponding to 

5.1 Description of the Flow Structure. The essential 
features of the flow structure computed from Case VI (see 
Tables 2 and 4) are shown in Fig. 5. The cavity rotates in a 
clockwise sense and the throughflow passes from left to right. 
The computed flow field at t* = 170 is "seeded" with tracer 
particles of equal density to the cavity air at two places, near 
the bore (0 < z/s < 1, rib = 0.36, and 0 < 6 < 2n) and near 
the shroud (0 < z/s < 1, rib = 0.98, and 0 < 0 < 2TT). The 
resulting tracks, produced using a numerical particle tracker and 
a Silicon Graphics workstation, of the particles are shown for 
a period of 0.5 s from the computed velocity field at a single 
time step. 

Two regions are apparent in the flow. An inner region occurs 
where fluid entering the cavity peels off from the central 
throughflow and spirals radially outward, then, after reversing 
on itself, moves back in to mix with the central throughflow 
and leaves the cavity. A second region is seen near the shroud, 
where fluid destabilized by heating moves radially inward; it 
then cools by mixing with the inner region and by convection 
to the disk surfaces and moves radially outwards. This free 
convection mechanism is shown by the numerous counter-rotat­
ing vortices near the shroud. It is also interesting to note that 

Fig. 5 Visualization of the predicted flow structure for Apparatus (b), 
Case VI, Re* = 3.2 X 106 and Re, = 2.3 X 10" 
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1000 

Fig. 6 Variation of shroud Nusselt number with Grashof number for 
Apparatus (a), the rotating cavity rig and Apparatus (6), the high-pres­
sure compressor spool rig: 

0 Experimental measurement, Apparatus (a) 
A Experimental measurement, Apparatus (b) 
• Numerical predictions, Apparatus (a), Cases l-ll (17 x 21 x 40 

grid) 
• Numerical prediction, Apparatus (b), Case VII (17 x 37 x 40 grid) 
1 Maximum and minimum values for Case VII 

Gebhart et al. (1988) laminar flow 
Gebhart et al. (1988) turbulent flow 

the locations where these temperatures were measured (see Fig. 
3(a) ) . Long and Tucker used the ratio of shroud surface area 
to perimeter, L = sl2 as the characteristic length in Nu and Gr. 
This choice of length scale is recommended by Goldstein et al. 
(1973) for free convection from horizontal plates. For the 
shroud heat transfer results presented here, the characteristic 
length will, again, be based on the shroud half width. However 
for Apparatus (b), L is based on an effective width, L = s'72, 

' where s' = 23 mm. 
For Apparatus (b), only the prediction for Case VII (with 

the most radial grid nodes to resolve the shroud boundary layer) 
is shown on the graph, using the symbol • for the shroud-
averaged value and a vertical line denoting the variation from 
maximum to minimum values. For Case IV (two-dimensional 
axisymmetric solution), the predicted average shroud Nusselt 
number is approximately 2; for cases V and VI it is approxi­
mately 25. These values are considered unrealistic in compari­
son to the result for case VII (Nuavg « 60) and illustrate the 
importance of good radial grid resolution in the shroud boundary 
layer. 

As can be seen from Fig. 6, the numerical result for Apparatus 
(a ) , at Gr « 1 X 106, is in good agreement with experimental 
measurement for similar values of Grashof number. The predic­
tions for Apparatus (b) are lower, relative to the experimental 
data, than for Apparatus (a). It is considered that the conditions 
of higher Grashof number in Apparatus (b) produce steeper 
velocity gradients that are less well resolved by the grids used. 
It is quite likely that agreement will be improved with further 
refinement of the grid in the radial direction. However, due to 
CPU time limitations, this has not been possible. In addition, 
for the conditions of Apparatus (b) , a higher level of turbulence 
is expected that will highlight any deficiencies in the mixing 
length model used for the current predictions. Use of more 
sophisticated turbulence models, such as the one-equation en­
ergy model of lacovides and Chew (1993) or a low-Reynolds-
number k-e model (e.g., Morse and Ong, 1992) might further 
improve agreement, although these would necessitate refine­
ment of the finite-difference mesh, which appears to underpin 
the problems encountered here. 

5.3 Disk Heat Transfer. The radial variations of circum-
ferentially averaged disk surface Nusselt numbers for Case III 
(see Tables 2 and 4) are shown in Fig. 7. The dashed line 
represents the prediction made using the HYBRID scheme, the 
full lines the bounded CONDIF scheme, and symbols are used 
for the fluxmeter measurements. For the results presented, the 
cavity air temperature was not measured and so the air tempera­
ture at the cavity inlet is used as the reference temperature for 
the local Nusselt number (Nu = qrlkin{Ts - Tin)). The numeri­
cal predictions are presented for the range X > 0.3, where there 
are fluxmeter readings, and X < 0.9, because of the lack of 
measured temperatures, which leads to uncertain modeling of 
the boundary conditions in this region. Examination of results 
at previous and subsequent time steps revealed that, for 0.35 < 
X < 0.45, there is approximately a ±20 percent variation in the 
predicted values of Nu with time and the lines shown correspond 
to the midpoint of this variation. For X > 0.45, there is no 
significant variation of Nu with time. 

For the experimental conditions of Fig. 7, the general low 
level of heat flux (Nu = 30 at X = 0.8 and AT = 80°C corre­
sponds to a heat flux of 200 W/m2) can result in significant 
uncertainty in the experimental data. Considering this and also 
the limitations of the numerical approach, it is considered that 

Fig. 7 Measured and predicted (Case III) radial variation of circumferen-
tially averaged disk surface Nusselt number for Apparatus (a) with adia-
batic shroud: Re+ = 2 x 105, Rez = 2 x 10", pATmm = 0.27, G = 0.134 
and alb » 0.1: (a) upstream disk; (b) downstream disk: 

• Fluxmeter measurement 
- - - Numerical prediction (HYBRID) 

Numerical prediction (CONDIF) 
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Fig. 8 Radial variation of circumferentially averaged disk surface Nus-
selt number for cases V-VII; Apparatus (fa) with Re,,, = 3 x 10", Rez = 
2.3 x 10", pATmm = 0.26 G = 0.25 and alb « 0.3: (a) upstream disk; (b) 
downstream disk: 

• Experimental measurement 
• • • Numerical prediction (17 x 21 x 40 grid, Case V) 
— Numerical prediction (33 x 21 x 40 grid, Case VI) 

Numerical prediction (17 x 37 x 40 grid, Case VII) 

there is reasonable agreement between the numerical predictions 
and experimental results if not generally in the magnitude of 
the Nusselt number, then at least in the trend of the radial 
distribution. The numerical results show the disk surface Nusselt 
number to be negative in the region X < 0.65, indicating that 
heat is being convected into the disk surface. This is not present 
in these experimental results (although it has been observed in 
others) and it is suggested that the cause lies in both experimen­
tal uncertainty and limitations with the three-dimensional 
model. At X « 0.4, the CONDIF scheme gives values of Nu 
closer to the fluxmeter measurements than the HYBRID 
scheme. However, the difference between these two solutions 
is within the error bounds of the experimental data, so it is not 
possible to comment on which offers the better prediction. 

The radial variation of circumferentially averaged disk sur­
face Nusselt number for Cases (V-VII) (see again Tables 2 
and 4) is shown in Fig. 8. For the axisymmetric solution (Case 
IV), the Nusselt numbers are nearly two orders of magnitude 
lower than those obtained from the three-dimensional predic­
tions and are omitted from the graph. For cases V and VI the 
CONDIF scheme is used and, for Case VII, the HYBRID 
scheme. Comparison here is made with experimental results 

obtained from the transient conduction analysis (see Section 
3). The cavity air temperature was measured (at z/s «* 0.81 
and X s=» 0.78) and so is used as the reference temperature when 
defining the local disk surface Nusselt number (Nu = qr/kcm(Ts 

- Tcav)). At X « 0.8 on the upstream disk and X ** 0.7 on the 
downstream disk, there is a discontinuity in the measured values 
of Nu where rcav = Ts. 

As can be seen, increasing the number of axial grid nodes 
from 17 (Case V) to 33 (Case VI) suggests that the predictions 
for x < 0.6 are fairly independent of the number of axial grid 
nodes. However, increasing the number of radial grid nodes 
from 21 (Case V) to 37 (Case VII) shows the solutions to be 
radial-grid dependent and also results in better general agree­
ment with the experimental data. The agreement is improved 
toward the shroud (X > 0.8); elsewhere, significant discrepan­
cies are mostly attributable to errors in the transient conduction 
analysis with sparse temperature measurements, the influence 
of the discontinuity mentioned above, and finally, toward the 
disk bores, to the questionable validity of the adiabatic midplane 
assumption (see Section 3). These factors are in addition to the 
usual uncertainties in the numerical results due to limitations 
imposed on grid size and choice of turbulence model by realistic 
CPU times. 

6 Conclusions 

A three-dimensional, time-dependent CFD code, using a mix­
ing length turbulence model, has been applied to predict the 
flow and heat transfer in rotating cavities with axial 
throughflow. Two different experimental rigs have been mod­
eled. Apparatus (a) has a cavity gap ratio of G = 0.134, alb 
= 0.1, and no central shaft; Apparatus (b) has G = 0.25, alb 
= 0.29, and a central shaft. Predictions are obtained for Re^ = 
2 X 105 with Rez = 2 X 103 and Rez = 2 X 10" in Apparatus 
(a) and Re0 = 3 X 106 and Rez = 2.3 X 104 in Apparatus 
(b). A two-dimensional axisymmetric solution gives velocities 
several orders of magnitude lower than the three-dimensional 
predictions. Limitations with CPU time and storage require­
ments have demanded the use of fairly coarse grids and a simple 
turbulence model. 

A numerical particle tracker has been used to visualize the 
computed flow field for Apparatus (b). This shows two regions 
of flow: an inner region where fluid enters the cavity by spiral­
ling radially outward and then inward, and an outer region of 
counter-rotating vortices induced by free convection. The two 
regions do not merge; mixing between them takes place at their 
interface. 

For Apparatus (a ) , there is reasonably encouraging agree­
ment between the predicted disk and shroud heat transfer and 
experimental fluxmeter measurements. For Apparatus (b), the 
agreement is less satisfactory. Some of the discrepancy is attrib­
utable to experimental uncertainty (too few temperature mea­
surements and a questionable, but necessary, midplane bound­
ary condition assumption for conduction inside the disk), some 
to uncertainties in the numerical results due to limited grid size 
and simplistic turbulence model. It is envisaged that improve­
ments could be made regarding the turbulence modeling, but 
even so, this is likely to increase significantly the already large 
CPU times. The way ahead could lie with the bringing together 
of several heuristic local models for the different regions of the 
flow, each of less generality but significantly less demanding of 
computing resources than the three-dimensional time-dependent 
numerical approach. 
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Heat Transfer From Air-Cooled 
Contrarotating Disks 
A superposed radial outflow of air is used to cool two disks that are rotating at equal 
and opposite speeds at rotational Reynolds numbers up to 1.2 X 106. One disk, 
which is heated up to 100°C, is instrumented with thermocouples and fluxmeters; the 
other disk, which is unhealed, is made from transparent polycarbonate to allow the 
measurement of velocity using an LDA system. Measured Nusselt numbers and veloci­
ties are compared with computations made using an axisymmetric elliptic solver with 
a low-Reynolds-number k-t turbulence model. Over the range of flow rates and 
rotational speeds tested, agreement between the computations and measurements 
is mainly good. As suggested by the Reynolds analogy, the Nusselt numbers for 
contrarotating disks increase strongly with rotational speed and weakly with flow 
rate; they are lower than the values obtained under equivalent conditions in a rotor-
stator system. 

1 Introduction 
In most gas turbines, a turbine disk rotates close to either a 

stationary casing or another corotating turbine disk. In some 
engines, and in some designs of future engines, two adjacent 
disks may rotate in opposite directions. Such contrarotating tur­
bines could be used to drive the contrarotating fans of future 
generations of ultra-high-bypass-ratio engines, and an additional 
advantage is that contrarotating turbine stages remove the need 
for an intermediate row of stator vanes, thereby reducing the 
size and weight of the engine. 

Recent research in contrarotating disks has produced a num­
ber of papers, most of which are concerned with the fluid dy­
namics of the problem. Graber et al. (1987) reported extensive 
experimental measurements obtained from a pressurized rotat-
ing-disk rig in which the two disks could be rotated, in either 
direction, to produce rotational Reynolds numbers up to Re ,̂ = 
1.6 X 107, typical of those found in gas turbines. For their 
contrarotating-disk tests, a stationary shroud (or cylindrical cas­
ing) was used to seal the periphery of the system. A superposed 
radial inflow or outflow of air could be supplied, and the mea­
surements of frictional moment coefficients, C,„, on one of the 
rotating disks, showed that neither the magnitude nor the direc­
tion of the flow rate had a significant effect on Cm. However, 
the value of C,„ for a contrarotating disk with no superposed 
flow is approximately twice that of the equivalent rotor-stator 
case, where one disk is rotating and the other is stationary. 

Morse (1991) and Kilic et al. (1996) carried out computa­
tions for the contrarotating-disk case using elliptic solvers and 
(different) low-Reynolds-number k- e turbulence models. Their 
computed moment coefficients were in close agreement with 
each other and with the correlation of Dorfman (1963) for the 
free-disk case (that is, a single disk rotating in a quiescent 
environment), where 

C,„ = 0.491 (log10Re^)- (1.1) 

Like the experiments of Graber et al. the computations showed 
that, with no superposed flow, the moment coefficients for con­
trarotating disks are approximately twice those of the rotor-
stator case. However, whereas a superposed radial outflow has 
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little effect on Cm for contrarotating disks, it has a large effect 
for the rotor-stator system. In the latter case, C„, approaches 
the free-disk value (and consequently, the contrarotating-disk 
value) as the flow rate approaches the free-disk entrainment 
rate (that is, the flow rate entrained by the free disk). 

A combined computational and experimental study of the 
flow and heat transfer associated with air-cooled contrarotating 
disks has recently been completed at the University of Bath. 
Velocity and heat transfer measurements were obtained for rota­
tional Reynolds numbers up to Re ,̂ — 1.2 X 106 over the range 
— 1 =s r s 0, where T is the ratio of the speed of the slower 
disk to that of the faster one: T = 0 corresponding to the rotor-
stator case and F = - 1 to disks rotating at equal and opposite 
speeds. Computations of the flow were made using an elliptic 
solver with a low-Reynolds-number k- e turbulence model, and 
further details of the computed and measured flows are given 
by Gan et al. (1995) and by Kilic et al. (1994a, b, 1996). The 
principal features of the flow are outlined below, and the flow 
structures for T = 0 and r = - 1 are shown schematically in 
Fig. 1. 

When there is no superposed flow between the disks, then, 
depending on the value of F, Batchelor-type flow (Batchelor, 
1951) or Stewartson-type flow (Stewartson, 1953) can occur. 
For r = 0, Batchelor-type flow comprises radial outflow in a 
boundary layer on the rotating disk (the rotor), and radial inflow 
in a boundary layer on the stationary disk (the stator); between 
the boundary layers is a core of rotating fluid in which the radial 
component of velocity is zero and there is an axial flow from 
the stator to the rotor. For r = — 1, Stewartson-type flow com­
prises a radial outflow in boundary layers on both disks, between 
which is a recirculating core of fluid that is entrained into the 
outflowing boundary layers; the tangential component of veloc­
ity in this core is very small. 

For contrarotating disks there is a double transition: from 
laminar to turbulent flow and from Batchelor-type to Stewart­
son-type flow, depending on T and Re^,. For F = 0, transition 
from laminar to turbulent Batchelor-type flow occurs at x2Re^ 
— 2 X 105. For r = - 1 , laminar flow can occur in the boundary 
layers but, even at local Reynolds numbers as low as x2Re^, = 
2 X 104, the flow in the core always appears to be turbulent. 
(For r = — 1, laminar Batchelor-type flow can be computed 
but it appears not to exist in practice.) For - 1 < T < 0, a two-
cell structure can occur: Batchelor-type flow with a rotating 
core occurs in the (radially) outer cell, and Stewartson-type 
flow with a nonrotating recirculating core occurs in the inner 
cell. 
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Fig. 1 Schematic diagram of flow structure (no superposed flow) 

For r = - 1 , a superposed radial outflow of fluid divides the 
flow structure into two regions: a source region near the inlet, 
where fluid is entrained into a free-disk-type boundary layer on 
each disk, and an outer recirculating region where Stewartson-
type flow occurs. The nondimensional flow rate, Cw, entrained 
by the turbulent free disk can be approximated by 

CV = 0.22Re£8 (1.2) 

It is convenient to define the turbulent flow parameter, \T, as 

\ r = C w R e / 8 (1.3) 

where \T = 0.22 corresponds to the free-disk entrainment rate; 
in most turbine-disk cooling applications, \T < 0.22. Gan et al. 
(1995), using an argument based on free-disk entrainment in 
the source region, suggested that the nondimensional radius of 
the source region, x„ could be approximated by 

xe = 1.37 \a
T™ .(1-4) 

These papers were concerned with the fluid dynamics of the 
problem, whereas this one concentrates principally on the heat 
transfer from contrarotating disks for T = - 1 . The computa­
tional method and experimental apparatus are outlined in Sec­
tions 2 and 3, and the comparisons between computations and 
measurements are discussed in Section 4. 

2 Computational Method 
An "in-house elliptic code" was used to solve the incom­

pressible, axisymmetric, conservation equations for mass, mo-

Fig. 2 Typical computational grid (92 radial x 78 axial nodes) (not to 
scale) 

mentum, energy, and turbulence quantities together with a low-
Reynolds-number k- e turbulence model (Morse, 1988, 1991). 
Turbulent heat fluxes were computed from the temperature gra­
dients using a turbulent Prandtl number. The code has been 
used successfully to compute the flow and heat transfer for the 
free-disk case and for rotor-stator systems; details are given by 
Ghenetal. (1993a, b, 1996). 

A typical grid distribution for the contrarotating disks is 
shown in Fig. 2. For most tests, a nonuniform grid with 92 
radial and 78 axial nodes was used, and a geometric expansion/ 
contraction factor was employed to achieve a fine grid near the 
disks: for all computations reported here, the grid point closest 
to the disk was set to ensure that y + < 1.0. Grid-independence 
tests were conducted by making computations with a fine (92 
X 78) and a coarse (68 X 68) grid: There was no graphic 
difference between the two sets of velocity profiles and the 
Nusselt numbers differed by less than 2 percent. 

In the experiments, the disks were spaced a distance s apart 
and flow entered the system at r = a through a gauze tube 
attached to each disk (see Section 3) and left through a small 
axial clearance, sc, between the contrarotating shrouds at r = 

N o m e n c l a t u r e 

a = inner radius of disk 
b = outer radius of disk 

Cm = moment coefficient = 
M/0.5 pQ2bs 

Cp = specific heat at constant pressure 
C,„ = nondimensional mass flow rate = 

ml lib 
G = gap ratio = sib 

Gc = shroud-clearance ratio = sclb 
k = thermal conductivity; turbulent ki­

netic energy 
m = mass flow rate 
M — moment on rotating disc 

Nu = Nusselt number = q0r/k(T0 - TK{) 
Pr = Prandtl number of air 
qB = convective heat flux from disk to 

air 
r = radial coordinate 

R - recovery factor 
Re ,̂ = rotational Reynolds number 

= pQb2//i 
s = axial gap between disks 

sc — shroud clearance 
T — temperature 

UT = friction velocity = 
V(r„/p) 

Vr, V$, Vz = velocity components in r, 
4>, z directions 

x = nondimensional radius = 

rib 
xe = nondimensional radius of 

source region 
y = distance normal to wall 

y + = wall-distance Reynolds 
number = pUTy/)x 

z = axial coordinate from 
heated disk 

e = turbulent energy dissipation rate 
r = ratio of speed of slower disk to 

that of faster one 
\T = turbulent flow parameter = 

\I = dynamic viscosity 
4> = tangential coordinate 
p = density 

TW = total wall shear stress 
f2 = angular speed of disc 

Subscripts 

ad = adiabatic value 
/ = inlet value 
o = surface of rotating disk 

ref = reference value 
1,2 = unheated, heated disk 
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Streamlines Isotherms 

Fig. 3 Computed streamlines and isotherms for r = 1: (a) Cw = 4026, 
Re0 = 1.14 X 10° {kT = 0.0575); [b) Cw = 9351, Rê , = 1.19 X 108 (KT = 
0.129); tx„(Eq. (1.4)) 

b. The computational geometry matched the experimental one: 
alb = 0.13, G = s/b = 0.12, Gc = sjb = 0.01. No-slip condi­
tions were used for the velocities on all solid surfaces, and at 
the inlet, r - a, the flow was assumed to enter uniformly in 
the radial direction and the inlet temperature, T,, was specified; 
for 0 < z/s < \, Vlt, = fia, and for 5 < z/s =s 1, V,/, = - f i a . 
At the outlet, r = b, the flow was assumed to leave uniformly 
in the radial direction, and the radial derivatives of the tangential 
component of velocity and the temperature were assumed to be 
zero. In the experiment, only one disk was heated and thermo­
couples were used to measure its temperature; in the computa­
tions, the temperature of the heated disk was obtained using 
interpolation of the measured temperatures, and the unheated 
disk and shrouds were assumed to be adiabatic. 

Computed streamlines and isotherms for T = - 1 and Re,/, = 
1.1 X 106 are shown in Fig. 3 for the geometry and thermal 
conditions corresponding to the experimental apparatus; the left-
hand disk is heated and the right-hand one is adiabatic. The 
streamlines show that the flow entering at r = a forms a source 
region outside of which recirculation occurs. The arrows indi­
cate the radial extent of the source region given by the free-
disk-entrainment model, Eq. (1.4), which overestimates the 
computed size. The isotherms show that inside the source region 
the air temperature is equal to that at inlet, T,, and outside 
recirculation causes the air temperature to increase with radius. 
At the larger radii, the temperature of the adiabatic disk is 
greater than T,. 

3 Experimental Apparatus 

The apparatus, which is shown in Fig. 4, was essentially the 
same as that described by Chen et al. (1996) and so only the 
salient features are described here. 

Two disks of 762 mm diameter were rotated independently 
at speeds up to 1500 rpm; the speed was measured with an 
uncertainty of 1 rpm. Disk 1, which was unheated, was made 
from transparent polycarbonate; disk 2, which could be radiantly 
heated, was made from steel. A carbon-fiber shroud was 
attached to the periphery of each disk, and the axial clearance 
between the contrarotating shrouds was less than 4 mm (Gc =* 
0.01); the axial spacing between the two disks was approxi­
mately 46 mm (G =* 0.12). 

A radial outflow of air could be supplied through rotating 
gauze tubes of 100 mm diameter (alb ^ 0.13) attached to the 
center of the disks (see Fig 4). The air was supplied to the rig 
from a centrifugal compressor, via a stationary and a rotating 
tube attached to the center of the upstream disk. The flow rate 
was measured, with an uncertainty of around 3 percent, using 
an orifice plate in the stationary tube; leakage was minimized 
by the use of seals between the stationary and rotating tubes. 
It should be pointed out that the gauze tubes were intended to 
produce a uniform radial flow at inlet to the system; velocity 
measurements showed that this was not achieved. 

The back face of the steel disk (disk 2) could be heated 
electrically by stationary radiant heaters to produce a maximum 
temperature of approximately 100°C (around 70°C above that 
of the cooling air at inlet). Ten thermocouples and ten RDF 
thermopile fluxmeters (three of which subsequently broke) 
were embedded in a glass-fiber "mat," 0.8 mm thick, bonded 
to the front face of the disk. The signals were taken out through 
an IDM slip-ring assembly, and the voltages were measured in 
a Schlumberger computer-controlled data-logger. By taking the 
average of 100 sets of data, the random uncertainties were 
0.03°C for the thermocouple readings. The overall uncertainties 
were estimated to be around 0.5°C for the thermocouples and 
5 percent for the flux meters. (Chen et al., 1996, show good 
agreement between measured and computed Nusselt numbers 
for the free-disk case, which gives confidence in the accuracy 
of the fiuxmeter measurements.) 

The reference temperature, TTC(, used in the definition of the 
Nusselt number (see Nomenclature) was based on the adia-
batic-disk-temperature, TOMl, employed by Chen et al. (1996) 
for their rotor-stator experiments: 

Jref — T„. T, RCl2 (3.1) 

R being the recovery factor (R ~ Pr" 3 ) . Ideally, the adiabatic-
disk temperature should be based on the local air temperature 
and the local velocity difference (fir - V^), but it was only 
possible to measure the inlet air temperature, 7}, in the experi­
ments. In practice, fiV2/2Cp < 1°C, but, as shown below, the 
computed difference between the local air temperature and T, 
can be significant. 

Radiation from the heated disk was also significant and it 
was necessary to estimate a correction for the radiative flux. 
The glass-fiber mat had an emissivity of approximately 0.95, 
and the fluxmeters measured the total heat flux (convection and 

Downstream Disk (2) 
Upstream Disk (1) 

LDA Receiving optics 
Traversing table ^ 

Heaters 

LDA 
Transmitting 
opics 

Air in 

Gauze tube 
/ (attached to each disk) 

Rotating tube 

Motor 1 Shrouds 

Fig. 4 Schematic layout of the rotating-disk rig and LDA system 
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radiation). Chen et al. (1996) assumed that the polycarbonate 
disk was opaque to infrared radiation and that its temperature 
(which was not measured) was equal to that of the cooling air 
at inlet. Using these assumptions, they estimated the radiative 
heat flux from the steel disk and produced corrections for the 
measured flux. In practice, the corrections, which can be as 
large as 10 percent of the measured flux, are likely to be overes­
timates of the radiation as the temperature of the polycarbonate 
disk can be higher than that of the cooling air (as discussed in 
Section 2). 

The radial and tangential components of velocity were mea­
sured using a TSI laser-Doppler anemometer (LDA) operating 
in an off-axis back-scatter mode with the optical axis normal 
to the transparent polycarbonate disk. The Doppler frequency 
was measured with an IFA 750 burst correlator, and the esti­
mated uncertainty in the measured tangential component of ve­
locity was less than 0.5 percent of the disk speed. Positional 
uncertainty and scatter from the disk surfaces made it difficult 
to obtain accurate measurements close to either disk, particu­
larly the steel one. 

4 Comparison Between Computations and Measure­
ments 

4.1 Velocity Measurements. The radial and tangential 
components of velocity were measured at x = 0.6, 0.7, 0.8, and 
0.85 for 2500 s Cw ^ 9700 and 1.3 X 105 s Re, < 1.3 X 
106 (0.05 < A.r < 0.3). Many comparisons between computa­
tions and measurement for the case of superposed flow and T 
= - 1 have been presented by Gan et al. (1995), who used a 
different elliptic solver and a different version of the low-Reyn­
olds-number k-e turbulence model from those used in this 
paper. Although the two computational codes produced very 
similar results, for completeness some comparisons between 
velocity measurements and computations using the current code 
are shown in Figs 5 and 6. 

Figure 5 shows comparisons between the computed and mea­
sured velocities for Re ,̂ = 1.14 X 106 and Cw = 4026 ( \ r = 
0.0574). The agreement is good except near zls = 1, where 
accurate LDA measurements are difficult to make. For this value 
of \T, the measurements are outside the source region and the 
negative values of Vr in the core show that recirculation is 
occurring. The continuous shear in V^ from +Q,r at zls = 0 to 
- fir at zls = 1 produces very little rotation in the core between 
the boundary layers. 

Figure 6 for Re^ = 1.19 X 106 and Cw = 9351 (\r = 0.129) 
shows a distinct skew in the measured radial components of 
velocity, particularly at the smaller values of x. As mentioned 
in Section 3, gauze tubes were used in an attempt to create 
a uniform radial inlet; in practice, the flow impinges on the 
downstream disk, causing a skewed flow. Except near the disk 
surfaces, the measured values and computations are in better 
agreement at the larger values of x where inlet effects are attenu­
ated. For X.r = 0.129, the source region extends to x ^ 0.6 (as 
shown in Fig. 3) and recirculation occurs at larger values of x. 

Comparison between the computations and measurements at 
other values of Re ,̂ and Cw show similar effects to those de­
scribed above. The source region increases as \T increases, and 
agreement between the computed and measured velocities tends 
to be better in the recirculation zone outside the source region. 

4.2 Thermal Measurements. Figure 7 shows the com­
puted and measured temperature distributions for T = — 1 and 
for four values of Re ,̂ and Cw. For the heated disk (zls = 0), 
the measured temperature and fitted curve, which provides the 
thermal boundary conditions for the computations, are shown. 
Also shown are the computed curves for the temperature of the 
adiabatic disk (zls = 1 ) and for the air in the midplane (zls 
= | ) . The nondimensional radius of the source region, xe, calcu­
lated from Eq. (1.4), is also shown. 

vr/Or v,/Qr 

0.0 ^ 

0.0 -•• 

Fig. 5 Computed and measured velocity profiles for r = - 1 , Rê , = 1.14 
x 10", and Cw = 4026 (X7 = 0.0574): computations; O experimental 
data 

Although the measured distribution of temperature on the 
heated disk is similar for all four cases, the computed tempera­
tures of the adiabatic disk and the air depend strongly on \T. 
The size of the source region increases as X.r increases, and for 
x < xe the temperature of the adiabatic disk is virtually equal 
to that of the air at inlet to the system. For x > xe, the tempera­
tures of the air and the adiabatic disk both increase with radius, 
the air temperature being intermediate between that of the two 
disks. 

Figures 8-11 show comparisons between the computed and 
measured Nusselt numbers for Re ,̂ ^ 2 X 10s to 1.1 X 106. 
The uncorrected measurements are based on the fluxmeter read­
ings, and the corrected values include the radiation correction 
discussed in Section 3. In Fig. 11, the Nusselt numbers for T 
= 0 (the rotor-stator results of Chen et al. 1996) are shown 
together with those for T = - 1 . It should be noted that the 
values of Re ,̂ and Cw for T = 0 are slightly different from the 
values used here for F = - 1 ; it was not possible to cany out 
experiments at identical conditions for both cases. 

Before discussing the heat transfer results, it is useful to 
consider the implications of the Reynolds analogy (see, for 
example, Owen and Rogers, 1989). For the case where the 
thermal boundary conditions are similar to those for the tangen­
tial component of velocity, and where the (true) adiabatic disk 
temperature is used as the reference temperature for the Nusselt 
number, it can be shown that the average Nusselt number is 
proportional to the product C,„Re^, where Cm is the moment 
coefficient. In Section 1, it was noted that a superposed radial 
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vr/Or v„/ftr 

0.8 X 1.0 

Fig. 7 Temperature distributions for r = - 1 : (a) Re* = 3.70 x 10s, Cw 

= 6128 (kT = 0.215); (6) Re,,, = 3.62 x 106, Cw = 3920 (Xr = 0.140); (c) 
Re* = 6.21 X 10s, Cw = 3896 (Xr = 0.0904); (d) Re* = 1.11 x 106, Cw = 

_. _ _ . . . . , .. « . . _ » , , ,, J HO 6130 ( \T = 0.0894); heated disk (fitted); O measured data; 
Fig. 6 Computed and measured velocity profiles for r = - 1 , Re* = 1.19 _J._I.1_M' „ , . I , , ' l .„._J>. „Sr =„ „ : J „ { 1 . „ „ . . » „ J . » „ ( c „ ° , . r noc. i . n_~n> i »• rv • . 1 ad abate d sk (computed) air n mdplane (computed) T x, (Eq. x 106, and Cw = 9351 [\T = 0.129): computations; O experiments M ... ' K r \ r- # • > >i 
data (1.4)) 

flow has little effect on C,„, which suggests (according to the 
Reynolds analogy) that the flow rate should have little effect 
on Nu. This is, however, an oversimplification, as the super­
posed flow affects the thermal boundary conditions, and the 
reference temperature used here is based on the inlet air temper­
ature (which can be measured easily) and not on the local air 
temperature (which cannot be measured easily). It was also 
noted above that the size of the source region increases as \T 

increases: Inside the source region, the air temperature is close 
to the inlet temperature, T,, and outside it increases with radius. 
Consequently, T, is more appropriate as a reference temperature 
for Nu inside the source region than it is outside. It follows 
therefore that the Reynolds analogy is more appropriate for the 
larger values of \T, where the source region covers most of the 
heated disk, than for the smaller values. 

Turning now to Figs. 8, 9, and 10, it can be seen that the 
Nusselt numbers, both measured and computed, increase with 
increasing Re,/, and with increasing radius over most of the disk 
surface. For a given value of Re^,, the effect of Cw is relatively 
small, particularly for the larger values of \T in Figs. 8 and 9. 
These effects are consistent with the Reynolds analogy: In Fig. 
10, the reduction in Nu with decreasing Cw is attributed to the 
reduction in the size of the source region and the consequent 
increase in the temperature of the cooling air referred to above. 

The computed Nusselt numbers in Figs. 8, 9, and 10 tend 
to underestimate the measured values, although the agreement 
between the computed and corrected values of Nu improves as 
Re0 increases: In Fig 10, the agreement is very good. For these 

Fig. 8 Computed and measured Nusselt numbers for r = - 1 : (a) Re ,̂ 
= 2.09 X 106, C,v = 3939 (\.r = 0.218); (b) Re* = 2.10 X 105, Cw = 6121 
(Xr = 0.338); (c) Re* = 2.24 X 10s, Cw = 9718 (XT = 0.510); computa­
tion, O uncorrected data, • corrected data 
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Fig. 9 Computed and measured Nusselt numbers for r = - 1 : (a) Re,,, 
= 3.62 x 10s, Cw = 3920 {KT = 0.140); (6) Re* = 3.70 X 106, Cw = 6128 
( \ 7 = 0.215); (c) Re* = 3.84 x 105, Cw = 9643 {kT = 0.329); computa­
tion; O uncorrected data; • corrected data 

Nu 
800 

400 

Fig. 10 Computed and measured Nusselt numbers for r = - 1 : (a) Re* 
= 6.21 X 106, Cw = 3896 ( \T = 0.0904); (b) Re* = 6.36 X 10s, Cw = 6131 
(AT = 0.139); (c) Re* = 6.79 x 105, Cw = 9724 (Ar = 0.210); computa­
tion; O uncorrected data; • corrected data 

results the computations show that the temperature of the adia-
batic disk is never more than 20°C greater than T,. As the 
radiation correction described in Section 3 was based on the 
assumption that the temperature of the unheated disk was equal 
to Tj, the corrected Nusselt numbers are believed to be more 
accurate than the uncorrected values. 

Figure 11 for Re0 =* 1.1 X 106 shows the comparison between 
the results for T = - 1 and T = 0. Although the trends for 
the computational and experimental results are similar for both 
values of T, the computed and measured Nusselt numbers for 

Fig. 11 Computed and measured Nusselt numbers for r = - 1 and r = 
0: (a) Re* = 1.09 x 106, Cw = 3926 ( \ r = 0.0581); {b) Re* = 1.11 x 106, 
Cw = 6130 ( \ r = 0.0894); (c) Re* = 1.18 x 10°, Cw = 9720 {kT = 0.135); 
r = - 1 : computation, O data; r = 0: — computation, D data (solid 
symbols refer to corrected data) 

T = 0 are significantly higher than those for T = - 1 . It was 
stated in Section 1 that the value of Cm for contrarotating disks 
is greater than that for the equivalent rotor-stator case, although 
the difference reduces as the flow rate approaches the free-disk-
entrainment rate. The Reynolds analogy suggests therefore that 
the Nusselt numbers for T = - 1 should be higher, not lower, 
than those for r = 0. The main reason for this paradox is 
that, according to the computations, the air temperature in the 
recirculating core for V = - 1 is higher than that in the nonrecir-
culating core for T = 0; the increase in air temperature causes 
a decrease in heat transfer. 

In summary, the measured effects of T, Re*, and Cw on Nu 
are mainly well predicted by the computational method. The 
agreement is worst at the lowest Reynolds number tested (Re^, 
=* 2 X 105) where the computations underpredict the measured 
values. For the higher values of Re*, the differences between 
the computations and the corrected Nusselt numbers are attrib­
uted to the uncertainties in both the computations and the mea­
surements. 

5 Conclusions 
Velocity and heat transfer measurements, made in a heated 

rotating-disk rig with a radial outflow of cooling air, have been 
compared with computations made using an elliptic solver in­
corporating a low-Reynolds-number k- e turbulence model. For 
r = - 1 (the contrarotating case), comparisons are made for 
Re* =* 2 X 105 and 1.1 X 106 and 3900 < Cw < 9700 (0.06 
< x.r < 0.5). 
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Both computations and experiments show trends consistent 
with the Reynolds analogy: For a given radial location, Nu 
increases strongly with Re ,̂ and weakly with Cw. The size of 
the source region and the temperature distribution in the cooling 
air depend strongly on \T: a large value of \T is associated 
with a large source region and with a small increase in the air 
temperature in the recirculation zone outside the source region. 

Comparison with results for T = 0 (the rotor-stator case) 
shows that, under equivalent conditions, the Nusselt numbers 
for r = - 1 are significantly less than those for T = 0. 

Overall, the measured velocity distribution and Nusselt num­
bers are well predicted by the computational method. 
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Evaluation of the Interaction 
Losses in a Transonic Turbine 
HP Rotor/LP Vane Configuration 
Transonic turbine rotors produce shock waves, wakes, tip leakage flows, and other 
secondary flows that the downstream stators have to ingest. While the physics of 
wake ingestion and shock interaction have been studied quite extensively, few ideas 
for reducing the aerodynamic interaction losses have been forthcoming. This paper 
aims to extend previously reported work performed by GE Aircraft Engines in this 
area. It reports on both average-passage (steady) and unsteady three-dimensional 
numerical simulations of a candidate design to shed light on the interaction loss 
mechanisms and evaluate the design. The results from these simulations are first 
shown against test data for a baseline configuration to engender confidence in the 
numerical approach. Simulations with the proposed newly designed rotor are then 
performed to show the trade-offs that are being made in such designs. The new 
rotor does improve the overall efficiency of the group and physical explanations are 
presented based on examining entropy production. 

Introduction 

High pressure (HP) aircraft engine turbines adopt either one 
or two-stage configurations. Two-stage turbines are longer and 
weigh more but are considerably easier to design (being sub­
sonic) and even with the increase in overall surface area are 
usually more efficient. Single-stage designs offer the advantages 
of shorter length, lighter weight, and possible lower parts cost 
but, being highly loaded, are transonic and suffer efficiency 
penalties from shock losses and high loadings. In addition, cool­
ing plays a major role in the design of HP turbines, protecting 
the blade metal from the extremely hot flowpath gases. It will 
only be indirectly addressed in this paper as here the emphasis 
is on the aerodynamic design. Both rotor designs investigated 
are capable of being cooled using current technology. 

Transonic blades typical of single-stage designs have been 
investigated experimentally for a number of years; the first pa­
pers concentrated on aerodynamic shock formation (Sieverding, 
1973) and the base pressure encountered in such configurations 
(Sieverding et al., 1979). Later, investigations included heat 
transfer measurements (Arts and Heider, 1994) and trailing 
edge coolant ejection (Sieverding et al., 1996). Computations 
to match the data produced by these experiments have been on­
going (Arnone and Stecco, 1991; Turner et al., 1993; Heider 
and Arts, 1994), focusing on the accurate prediction of these 
single blade row results. 

The extension of these single blade row calculations to 
steady-state solutions was made using a mixing plane approach 
(Dawes, 1991; Arnone and Stecco, 1991) and by an alternate 
average-passage approach (Adamczyk et al., 1990). The latter 
was aimed at overcoming some perceived shortfalls in the mix­
ing plane approach (see below) and attempts to solve, within 
modeling limitations, the time average of the multistage un­
steady flow. 

Unsteady stage interactions have been investigated both at 
Oxford University (Johnson et al , 1990) and MIT (Guenette 
et al., 1989; Abhari et al., 1992) where the focus has been 
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Contributed by the International Gas Turbine Institute and presented at the 40th 

International Gas Turbine and Aeroengine Congress and Exhibition, Houston, 
Texas, June 5-8, 1995. Manuscript received by the International Gas Turbine 
Institute March 7, 1995. Paper No. 95-GT-299. Associate Technical Editor: C. J. 
Russo. 

primarily on heat transfer measurements. At the same time the 
development of unsteady flow solvers, first in two dimensions 
(Rai, 1987; Giles, 1990; Rangwalla et al., 1992) and more 
recently in three dimensions (Madavan and Rai, 1989; Chen et 
al., 1994) has complemented these efforts at understanding the 
physical flow phenomena involved. Fritsch and Giles (1995) 
compared results obtained with an unsteady code against those 
obtained using a steady mixing plane approach, showing that a 
jump in entropy occurs at the mixing plane that is not present 
in the unsteady calculation. This jump would also not be present 
in the average-passage approach. 

Although these research activities have been pursued for 
some years, papers on the design of single-stage HP turbines 
to reduce the subsequent interaction loss with the LP turbine 
do not seem to be common. The present paper seeks to fill this 
gap. The paper continues a line of work that has been under 
way at General Electric Aircraft Engines (GEAE) for some 
years now, aimed at understanding the interaction loss mecha­
nisms between a transonic HP rotor and the first-stage LP vane. 

Problem 
In 1982, GEAE ran a cascade and subsequent rig test in 

which a LP vane was tested in a cascade configuration and then 
behind an HP rotor (Fig. 1). Results from this test indicated 
that a significant penalty (5.6 percent loss in efficiency) was 
encountered when the LP vane ran behind the HP stage (Fig. 2) . 
Consequently, a program of work was initiated to understand the 
nature of the interaction loss, with the eventual goal of changing 
the design to reduce this penalty. Preliminary quasi-three-di­
mensional unsteady calculations on the midspan region of the 
nozzle performed with the Rotorl code (Rai, 1987) showed 
large unsteady pressure fluctuations on the LP vane. Although 
no clear causal relationship was established between these fluc­
tuations and loss, it was hypothesized that the fluctuations were 
due to rotor shock waves striking the vane and that reducing 
the strength of these shocks would improve the efficiency sig­
nificantly. 

Based on this hypothesis, design activity was initiated to 
reduce the strength of the shocks from the rotor, and thus to 
reduce the circumferential static pressure gradient and hence 
decrease the unsteady vane loading. This design was executed 
using an artificial intelligence design shell (Engineous) coupled 
with an inviscid, unstructured, adaptive blade-to-blade code 
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(NOVAK2D). Traditional parameters that were known to in­
fluence shock strength including wedge angle, unguided turning, 
overturning, and trailing edge thickness were allowed to vary. 
The overall optimization process became a balance between the 
relative strengths of the shocks emanating from the suction and 
pressure surfaces near the trailing edge of the blade in order to 
produce the most homogeneous flow possible onto the down­
stream blade. The geometry and aerodynamic loading were re­
ported by Shelton et al. (1993a). The design was executed and 
resulted in a blade named MIDOS (Minimized DOwnstream 
Shock). The idea was subsequently tested as a linear cascade 
at VPI (Shelton et al., 1993b), the results downstream of the 
rotor at the design exit Mach number of 1.13 being shown in Fig. 
3. The blade-to-blade variation of static pressure is significantly 
reduced with the new design showing that the design objective 
had been met. However, it was found that, due to an increase 
in the rotor trailing edge thickness necessary to reduce the shock 
strength, the overall loss of the rotor had increased (Fig. 4) 
and the flow nonuniformity as measured by the relative total 
pressure had increased (Fig. 5), i.e., wakes were thicker and 
deeper. 

As the wakes were thicker and still no clear relationship 
existed between the fluctuating vane loads and loss, it was un­
clear as to whether or not this design would improve overall 
performance. Based on these issues it was decided to conduct 
a series of numerical experiments to examine the interaction 
loss process. These simulations would hopefully quantify the 
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Fig. 2 Efficiencies for vane in cascade and behind HP rotor 

loss process and establish if indeed the new design would lead 
to a net overall performance improvement. The findings from 
these simulations, i.e., the baseline and MIDOS configurations 
are the subject of this paper. 

Prior to showing the direct comparison between the two dif­
ferent rotor cases, the credibility of the codes being used is 
established. Both the average-passage code (VSTAGE, Adam-
czyk et al., 1996) and the unsteady code (UNCLE, Chen et al, 
1994) are run against the existing baseline experimental data 
to show that the numerical error bands are well within the 
interaction loss levels that are trying to be controlled by the 
redesign. With confidence that it is valid to use these tools on 
the baseline configuration, results from the new rotor are then 
presented and discussed. In order to compare the two designs 
properly, the steady and unsteady entropy contributions are ex­
amined and conclusions reached. 

Cascade Results 
The geometry tested is as shown in Fig. 1 (a), the computa­

tional grid extending from the vane inlet traverse plane to the 
vane exit traverse plane. The upstream preswirl vane produced 
an almost uniform (compared to the rig) inlet swirl angle and 
total pressure profile for the vane. VSTAGE was run as a single 
blade row simulation for this study with a computational grid 
of 33 X 33 X 131 (142,659 points), corresponding closely to 
the grid density used for the stage solutions. Inlet conditions of 
total pressure, total temperature, and swirl angle were taken 
from the experimental traverse and the downstream static pres­
sure was set in the same way. Comparison between measured 
and computed results for total pressure and swirl angle are 
shown in Fig. 6. The group of experimental data points between 
70 and 90 percent span is somewhat questionable but, taking 
this into account, agreement is quite reasonable. Efficiency for 
the cascade is shown later when it is compared to that behind 
the HP stage; it compares quite well to the measured values. 

Baseline Results 
With the full HP stage in front of the LP vane, the configura­

tion is shown in Fig. 1 (ft). In order to restrict the computations 
to the area of interest, only the HP rotor and LP vane were 
modeled; the HP vane was thought to be of secondary impor­
tance. The inlet conditions for the HP rotor were taken from a 
throughflow match of the experimental data with the static pres­
sure downstream of the vane coming from the measured values. 
In the rig, both the HP vane and rotor cooling flow circuits 
were flowing for the test. The only appreciable effect that this 
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has on the results is in terms of total temperature and for that 
reason the total temperature comparisons are not presented. 

Two simulations were performed on this configuration. First, 
VSTAGE was run on the HP rotor/LP vane stage with the 
boundary conditions just described. Then a three-dimensional 
unsteady simulation of the LP vane, achieved by moving the 
rotor exit boundary condition past the vane, was performed 
using the UNCLE code. The results from both of these will be 
described here. 
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Fig. 6 Comparison of exit total pressure and swirl angle with experimen­
tal data 

The inlet and exit conditions predicted by the VSTAGE code 
for the LP vane are shown in Fig. 7 along with the experimental 
data. The incoming total pressure is well predicted including 
the flattening of the profile in the 20 percent span close to the 
hub. The same overall match is achieved at vane exit, but with 
the experimental data still showing the hub pressure rise, while 
VSTAGE predicts a more conventional drop off. The inlet swirl 
angles show the classic counterrotating vortices from the rotor. 
These persist through the vane in the computation while the 
data show a flattening of the profile. Part of the modeling in 
VSTAGE accounts for "mixing" due to an upstream blade as 
the flow passes through subsequent blade rows. Clearly, the 
mixing is not sufficient and the model could be better calibrated 
on this case. The exit static pressure is deliberately set higher 
than that measured in order to achieve realistic static pressures 
at exit from the rotor. Further decreasing the exit static would 
lead to the interblade statics dropping further and hence the 
rotor operating off-design. This pressure anomaly is not fully 
understood, but it appears that the code is not predicting a 
sufficiently high discharge coefficient for the vane, a problem 
that may be remedied by running a fully unsteady stage calcula­
tion. 

A three-dimensional unsteady simulation of the vane only 
was performed in order to determine the effects of true unsteadi­
ness on the results. Recall that VSTAGE solves for the time 
average of the unsteady flow, subject to some modeling limita­
tions. This means that while convected vorticity from one blade 
row into the next can be simulated, any loss due to unsteady 
shock interaction would not be captured by this simulation and 
hence the need for the unsteady simulation. The unsteady code 
static pressure on the suction and pressure surface of a vane 
passage at midspan is plotted as a function of axial chord and 
time in Fig. 8. The time intervals are a quarter of the rotor 
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interaction loss is seen in the computations as was observed in 
the experiment, giving rise to confidence in the ability of these 
codes to reproduce the physics of the interaction loss. The next 
section will apply these codes to the analysis of the group with 
a new rotor. 

The VSTAGE simulation employed a 33 X 33 X 257 grid 
(279,873 points) and took some 30 flips and 6.7 CRAY C-90 
CPU hours to converge. The UNCLE simulation used a 33 X 33 
X 113 grid (123,057 points), which, starting from the average-
passage generated starting solution, took 12 blade passings and 
2.9 CRAY C-90 hours to produce a repeating solution. This 
incredibly short time is due almost entirely to the use of the 
average-passage solution, which produces such a remarkably 
good starting solution that it could be mistaken for a snapshot 
of the true unsteady solution. Using this procedure, UNCLE is 
really solving a small perturbation problem rather than the more 
daunting unsteady flow process from a uniform starting guess. 
This combination of timings makes the VSTAGE UNCLE code 
combination very attractive in a design system. 
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Fig. 8 Unsteady static pressure distribution at midspan: baseline case 

passing time cycle apart. There is a very significant change in 
the static pressure during one blade passing cycle, particularly 
near the leading edge. These results are qualitatively similar 
to those produced much earlier by a quasi-three-dimensional 
unsteady code that prompted the MIDOS design. 

Figure 9 summarizes these runs by showing the calculated 
efficiencies from the LP vane in cascade (from VSTAGE) and 
that calculated behind the HP rotor (from UNCLE). The same 

MIDOS Results 
The newly designed MIDOS rotor was simulated in a similar 

manner to the baseline. First, an average-passage run was made, 
followed by an unsteady simulation of the LP vane. Gridding 
and numerical parameters were set to be the same as for the 
baseline. Figure 10 shows the pressure distribution on the suc-

PERCENT CHORD 

T=P/4 

PERCENT CHORD 

T=3P/4 

PERCENT CHORD 

T=2P/4 

20 40 60 80 
PERCENT CHORD 

T=4P/4 

Fig. 10 Unsteady static pressure distribution at midspan: MIDOS case 
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Table 1 MIDOS versus baseline efficiency gains 

HP Rotor LPT Vane Group 

Average- Passage -0.22 +1.6 +0.5 
UNCLE (Unsteady) -0.22 +2.2 +0.6 

tion and pressure surface of a vane passage at four instances in 
time. The plots for the baseline configuration are taken from 
Fig. 8 and appear on the left of Fig. 10; the plots for the MIDOS 
configuration are on the right. The time intervals are identical 
to those in Fig. 8. At time one-quarter, the pressure difference 
across the vane passage is near its minimum value while at time 
three-quarter, the pressure difference across the passage is near 
its maximum value. Comparing the plots for the baseline con­
figuration to those for the MIDOS configuration shows the un­
steady pressure loading for the MIDOS configuration is less 
than that for the baseline. Figure 10 also shows the magnitude 
of the steep pressure gradients on the suction surface, which 
will be shown to be attributed to the incoming shock, is less 
for the MIDOS configuration than the baseline. The reduced 
amplitude of the unsteady pressure loading of the MIDOS con­
figuration clearly indicates that the MIDOS design has achieved 
its objectives. Finally, note that the time mean pressure distribu­
tion is nearly identical from both configurations. 

Table 1 presents a summary of the efficiency change between 
the MIDOS and baseline configurations. Results are presented 
from the average-passage and unsteady simulations for the HP 
rotor, LP vane and the group, which consists of the HP rotor and 
the LP vane. The appendix gives the mathematical definition for 
each of these efficiencies. Since in the unsteady simulations the 
rotor was not included, the rotor efficiency is assummed to be 
equal to that obtained from the average-passage simulations. 
The first thing to observe is that the average-passage and un­
steady simulations are in fair agreement, which implies that the 
unsteady shock vane interaction is playing a weak role and that 
the loss process is dominated by mixing, which the average-
passage code is capable of accounting for. Secondly, the HP 
turbine efficiency for MIDOS is 0.22 points lower than that for 
the baseline. This is in agreement with the findings of Shelton 
et al. (1993a) and arises from the thicker trailing edge of the 
MIDOS rotor needed to minimize the downstream pressure non-
uniformity. This loss may be offset when trailing edge cooling 
effects are included. However, in sharp contrast to the loss in 
rotor efficiency, the vane efficiency is improved as a results of 
operating behind the MIDOS rotor. This improvement in vane 
efficiency in turn yields a net gain in the group (HP rotor and 
LP vane) efficiency of 0.6 points, a nontrivial amount. The 
question left unanswered is to why the improvement in vane 
efficiency is realized. What flow processes have led to this gain? 
The answer to this question is attempted in the next section. 

Loss Reduction 

The efficiencies that have just been cited are a measure of 
the irreversibility of the process. For an unsteady flow the only 
flow variable that can be directly related to this irreversibility 
is the entropy. For an unsteady flow the entropy is governed 
by the following equation: 

Ds _ 1 dui q, dT d 1 

wherein * denotes the entropy of a fluid particle, p the density, 
DIDt is the substantial derivative, T the temperature, «, the 
Cartesian velocity components, rv the viscous stress, x, the 
Cartesian coordinates, and #, the heat flux vector. Assuming a 
Stokesian, Newtonian fluid and Fourier's equation for heat flux 
transfer by conduction: 

Eq. (1) becomes: 

Ds u k dT dT d k dT 
p = — e;,e;; H r : : H : ( 3 ) 
H Dt T ' ' T2 dx' dx> dx' T dx, 

(1) (2) (3) 
where p is the coefficient of viscosity (i.e., both laminar and 
turbulent), k the thermal conductivity (i.e., both laminar and 
turbulent), and etj the strain rate tensor. Both of the terms la­
beled (1) and (2) are positive definite and thus lead directly to 
the production of entropy. Term (1) is associated with viscous 
dissipation while (2) is associated with thermal dissipation. 
Term (3) may either increase or decrease the entropy of a fluid 
particle depending upon the heat transfer to the particle. In the 
present study, term (2) was found to be nearly an order of 
magnitude smaller than term (1) and thus will be neglected in 
the analysis to follow. Term (1) will be used to detect features 
in the unsteady flow field that lead to the production of entropy 
and hence generate loss. 

In the evaluation of term (1) it is assumed that the coefficient 
of viscosity is constant throughout the flow field. Since the 
primary use of term (1) is in identifying features outside the 
viscous wall layers that lead to loss generation; this latter as­
sumption appears reasonable. 

With term (2) neglected, averaging Eq. (3) in time and across 
the flow channel yields 

— spuA = -eyevdA (4) 
dx J T 

where the first overbar signifies a time average, and the second 
an area average. The variable A is the flow stream cross-sec­
tional area and u the axial velocity component. The contribution 
of term (3) to Eq. (4) vanishes because the external boundaries 
in the present study are adiabatic. Equation (4) shows the direct 
relationship that exists between the entropy flux and the viscous 
dissipation, thus justifying the use of the viscous dissipation as 
a detector of flow features associated with the generation of 
loss. 

The analysis of loss production for the baseline and MIDOS 
designs begins with Fig. 11, which shows the time-averaged 
entropy flux through the vane operating downstream of both 
rotors plotted against the nondimensional axial distance from 
the inlet to the exit of the unsteady simulation computational 
domain. The location of the vane leading and trailing edge is 
noted on the plots. The entropy flux has been normalized by 
the value of the entropy flux of the baseline configuration at the 
exit of the computational domain. In addition, for the MIDOS 
configuration the normalized entropy flux has been shifted by 
the difference between the entropy flux of the baseline and 
MIDOS configuration at the exit of the computational domain. 
Thus for both configurations the entropy flux at the exit of the 
domain is one. Recall that the efficiency of the MIDOS rotor 
is less than the baseline, but that the efficiency of the vane 
operating downstream of the MIDOS rotor is greater than when 
operating downstream of the baseline rotor. Plots labeled (a) 
and (b) in Fig. 11 show that the entropy flux generated from 
the vane midchord to the exit of the computational domain is 
nearly identical for the two configurations. However, the en­
tropy flux generated from the inlet of the computational domain 
to the vane leading edge is lower for the MIDOS configuration 
than for the baseline. Thus the increase in efficiency of the 
MIDOS group is the result of a reduction in loss generation 
forward of the vane leading edge. Figure 11 also shows lines 
labeled (c) and (d) from which the contribution to the entropy 
flux from the hub to 20 percent of span and from 80 percent 
of span to the shroud has been omitted. As in plots (a) and 
(b), the entropy flux generated from the vane midchord to the 
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exit of the computational domain is nearly identical for the two 
configurations. The differences that exist between plots (c) and 
(d) are forward of midchord. It will be shown that the reduced 
loss of the MIDOS configuration is the result of a weaker un­
steady shock system relative to that for the baseline configura­
tion. Note, however, that for both configurations there is a sig­
nificant contribution to total entropy flux generated from the 
end-wall region as indicated by the difference between plots 
{a) and (c) compared to plot (a) for the baseline configuration, 
while for the MIDOS design the difference between plots (b) 
and (d) compared to plot (b). 

Extending this idea of separating out the entropy generated 
in various regions of the flow, Table 2 is obtained. The first 
column in the table gives the percentage of the contribution to 
overall loss for the baseline configuration, the second column 
that for the MIDOS design, while the third is the difference. 
Excluding the numbers in the third column, the first row is the 
contribution associated with the outer 20 percent of span (i.e., 
outer endwall region), the second row that associated with the 
inner 20 percent of span (i.e., inner endwall region), while the 
column sum of the next three rows gives the contribution of 
the core flow region. From this it is noted that the MIDOS 
design has less loss in the core flow region upstream of the vane 
leading edge, a difference of 4.2 percent, over the corresponding 
baseline loss. There are also loss reductions which arise in 

Table 2 Percent contributions to overall loss* 

BASELINE CASE MIDOS CASE 

Baseline MIDOS A 
8 0 % Span To Shroud 28.1 25.5 -2.6 

Hub To 2 0 % Span 21.8 19.3 -2.5 

Remaining Flow: Inlet- LE 7.5 3.3 -4.2 

Remaining Flow: LE - T E 32.7 33.6 +0.9 

Remaining Flow: T E - Exit 9.9 10.3 +0.4 

Totals iqo.0 92.0 -8.0 

* Given as % of Total Baseline Loss 

Fig. 12 Contour plot of time-averaged dissipation function 

the endwall regions. Going back to Fig. 11 one observes, by 
comparing the difference between plots (a) and (c) to the differ­
ence between plots (b) and (d), that most of the gains in the 
endwall regions occur forward of the vane midchord. The loss 
reduction associated with the MIDOS design in the core flow 
region forward of midchord extended into the endwall regions. 
Table 2 also shows that the major loss creating regions of the 
flow are near the endwalls, probably caused by secondary flow 
and mixing in these regions. Subsequent designs could best 
concentrate on these regions as those of greatest potential bene­
fit. 

Figure 12 shows blade-to-blade contour plots of the time-
averaged normalized viscous dissipation function at 20, 50, and 
80 percent of span. The contour plots on the left are for the 
baseline while those on the right are for the MIDOS configura­
tion. The contour plots show that the level of dissipation forward 
of the leading edge is higher for the baseline configuration than 
it is for the MIDOS configuration. This result is consistent with 
the results previously shown for the entropy flux. In addition, 
note that the dissipation contours forward of the vane are non-
axisymmetric. Animating the results of the unsteady simulation 
revealed the nonaxisymmetic pattern arises because of the inter­
action between the incoming wakes and the reflected shock 
system. The downstream side of the incoming wake suppressed 
entropy generation from the shock while the upstream side aug­
mented it. The line seen is thus the locus of the reflected shock 
and the upstream side of the wake as they pass through each 
other. 

Within the passage region and the region surrounding the 
leading edge, the dissipation extends far beyond the viscous 
wall layers. The dissipation in these regions results from the 
straining of the incoming wakes by the time mean velocity 
field and the reflected shock system. However, the entropy flux 
results, as discussed previously, showed that the integrated ef-
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Fig. 13 Contours of entropy as a function of time at midspan Fig. 14 Divergence of velocity as a function of time at midspan 

feet of the in-passage dissipation is nearly the same for both 
configurations. 

Downstream of the trailing edge the dissipation is confined 
to the wake region. The dissipation at midpitch for both config­
urations is nearly zero. This suggests that the wakes and shocks 
have mixed out or are confined to the sides of the vane passage. 
Which process is responsible for the low level of dissipation at 
midpitch will be addressed shortly. 

The final set of figures (13, 14, and 15) is intended to illus­
trate the unsteady flow processes that lead to the generation 
of entropy for the baseline and MIDOS configuration. All the 
unsteady results are for midspan and are representative of the 
loss generation processes that occur away from the end-wall 
regions. The first set of figures shows the entropy contours at 
the time intervals shown in Fig. 8. The baseline results are on 
the left while the MIDOS results are on the right. Both sets of 
results show clear evidence of the incoming wakes with the 
wakes from the MIDOS configuration having larger variations 
in entropy. Because the wakes from the MIDOS rotor have a 
greater velocity defect, they transport further across the vane 
passage than the wakes from the baseline rotor. For both con­
figurations, by the time an incoming wake has passed the vane 
trailing edge a significant portion of the wake has drifted across 
the passage and become part of the vane wake. The drift and 
subsequent piling up of the rotor wakes on the vane suction 
surface is greater for the MIDOS configuration than for the 
baseline, a consequence of the "Kerrebrock-Mikolajczak" ef­
fect (Kerrebrock and Mikolajczak, 1970). This drift of the wake 
fluid is responsible for the low levels of dissipation at midpas-
sage downstream of the vane throat. For both configurations, 
the straining of the wake forward of the vane throat by the time 
mean velocity field is very noticeable. This straining leads to 
the generation of entropy outside of the viscous wall layers. A 
final observation regarding these plots is the lack of any appar­
ent evidence of the structure of the incoming shock system and 
the loss attributed to this system. 

T = P/4 

T = 2P/4 

T = 3P/4 

(a) BASELINE CASE 

MAX 
3000 
2500 
2000 
1500 
1000 
500 
200 
MIN 

(b) MIDOS CASE 

Fig. 15 Dissipation function as a function of time at midspan 
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Figure 14 shows the divergence of the velocity field at the 
times corresponding to those for the plots in Fig. 13. The con­
tours on the plots for the MIDOS configuration, which are on 
the right, are a factor of two smaller then those for the baseline 
configuration, which are on the left, a consequence of the design 
objective being met. The divergence of the velocity field is 
equal to minus the logarithmic time derivative of the density 
of a fluid particle. Negative values of the divergence, which are 
the only ones shown, correspond to regions of compression 
while positive values are regions of expansion. A shock front 
appears as a ridge of large negative values of the divergence 
of velocity. The first thing to note in Fig. 14 is the well-defined 
structure of the incoming shock system for both configurations. 
The baseline has a single shock entering the vane while the 
MIDOS configuration has two. The shock for the baseline con­
figuration is stronger than either shock for the MIDOS configu­
ration. Upon striking the vane, the incoming shock from the 
baseline configuration is reflected into a shock, which propa­
gates both upstream and downstream. The region in which the 
reflected shocks originate will be shown to be a region of en­
tropy production. For the MIDOS configuration the reflected 
shock system is very weak, the upstream propagating shock 
system is barely evident, while the downstream shock system 
is sufficiently weak to be nonresolvable. Upon exiting forward 
of the vane passage both the shock of the baseline configuration 
and the MIDOS configuration are nearly circumferential. 

The next set of plots (Fig. 15) show the viscous dissipation 
at the times corresponding to those for the plots in Figs. 13 and 
14. The plots for the baseline configuration are on the left, while 
those for the MIDOS configuration are on the right. Apart from 
the viscous wall layers and the vane wakes, the large values of 
the viscous dissipation for either configuration is confined to the 
region surrounding shocks, the leading edge, and the incoming 
wakes. Forward of the leading edge the dissipation associated 
with the shock system of the baseline configuration is larger than 
that for the MIDOS configuration. The increase in dissipation is 
the result of the Baseline configuration having a stronger un­
steady shock system, which reduces the efficiency of the base­
line configuration relative to the MIDOS configuration. The 
dissipation associated with the reflected shock system of the 
baseline configuration within the passage is far larger than that 
of the MIDOS configuration. However because the rotor wakes 
of the MIDOS configuration are deeper, the dissipation they 
generate is greater than that of the baseline. The integral of the 
time-averaged dissipation outside of the viscous wall layers 
within the vane passage was found to be nearly identical for 
the two configurations. 

The dissipation downstream of the trailing edge is the result 
of the shear within the vane wake and the shear within that 
portion of a rotor wake that has migrated across the vane pas­
sage. The integral of the time-averaged dissipation outside of 
the viscous wall layers over the region of flow downstream of 
the trailing edge for the baseline and MIDOS configuration 
were nearly identical. 

In summary the plots presented in Figs. 13, 14, and 15 show 
that the efficiency gains of the MIDOS configuration over the 
baseline is a direct result of a weaker unsteady shock system 
in the region of flow forward of the vane leading edge. The 
unsteady shock system is composed of the incoming shock from 
the rotor and its reflection by the vane. The loss generation 
process involves the interaction of the shock system with the 
incoming rotor wakes. 

Conclusions 
A numerical study was undertaken to examine the potential 

of reducing the interaction losses between a transonic high-
pressure turbine rotor and the downstream low-pressure turbine 
vane by reducing the strength of the rotor trailing edge shock 
system. The numerical study made use of two codes, the first 

of which predicts the time-averaged flow field surrounding a 
particular blade row, while the second predicts the underlying 
unsteady flow surrounding that blade row. Two configuration 
were simulated. The baseline configuration was used as the 
reference by which performance gains or losses were assessed. 
Data from the baseline configuration were also available and 
were used to calibrate the predictive capability of the codes 
used in the study. 

The numerical simulations showed that the MIDOS rotor, 
which was designed to have a weak trailing edge shock system, 
was two tenths of a percent less efficient than the baseline rotor 
with its strong trailing edge shock structure because of a larger 
trailing edge thickness. However, the low-pressure turbine vane 
operating downstream of the MIDOS rotor was 2.2 percent 
more efficient than the same vane operating downstream of the 
baseline rotor. The gain in efficiency of the vane operating 
downstream of the MIDOS rotor produced a net gain in group 
efficiency of six tenths of a percent over the group efficiency 
of the baseline configuration. 

The gain in efficiency of the MIDOS configuration over that 
of the baseline is attributed to the unsteady flow processes taking 
place forward of the vane leading edge. For the baseline con­
figuration a reflected shock system is generated within the vane 
passage, which is stronger than that generated by the MIDOS 
configuration. Upon exiting the vane passage, the reflected 
shock of the baseline configuration becomes circumferential, 
and upon encountering the incoming rotor shock and wake gen­
erates a greater increase in entropy than the reflected shock 
system of the MIDOS configuration. The entropy rise within 
and downstream of the vane passage is nearly identical for the 
two configurations. 
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A P P E N D I X 
The efficiencies stated in Table 1 are defined as follows: 
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where TT is the total temperature, PT the total pressure, ps the 
pressure. The subscripts inlet and exit refer to inlet and exit 
conditions respectively, while the subscript 77? refers to the 
relative total conditions. 
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A Navier-Stokes Analysis of 
Airfoils in Oscillating Transonic 
Cascades for the Prediction of 
Aerodynamic Damping 
An unsteady, compressible, two-dimensional, thin shear layer Navier-Stokes solver 
is modified to predict the motion-dependent unsteady flow around oscillating airfoils 
in a cascade. A quasi-three-dimensional formulation is used to account for the stream-
wise variation of streamtube height. The code uses Ni's Lax-Wendroff algorithm in 
the outer region, an implicit ADI method in the inner region, conservative coupling 
at the interface, and the Baldwin-Lomax turbulence model. The computational mesh 
consists of an O-grid around each blade plus an unstructured outer grid of quadrilat­
eral or triangular cells. The unstructured computational grid was adapted to the flow 
to better resolve shocks and wakes. Motion of each airfoil was simulated at each 
time step by stretching and compressing the mesh within the O-grid. This imposed 
motion consists of harmonic solid body translation in two directions and rotation, 
combined with the correct interblade phase angles. The validity of the code is illus­
trated by comparing its predictions to a number of test cases, including an axially 
oscillating flat plate in laminar flow, the Aeroelasticity of Turbomachines Symposium 
Fourth Standard Configuration (a transonic turbine cascade), and the Seventh Stan­
dard Configuration (a transonic compressor cascade). The overall comparison be­
tween the predictions and the test data is reasonably good. A numerical study on a 
generic transonic compressor rotor was performed in which the impact of varying 
the amplitude of the airfoil oscillation on the normalized predicted magnitude and 
phase of the unsteady pressure around the airfoil was studied. It was observed 
that for this transonic compressor, the nondimensional aerodynamic damping was 
influenced by the amplitude of the oscillation. 

Introduction 
One of the most complicated and challenging areas of turbo-

machinery design and development is the prediction of airfoil 
vibratory stresses (Rao, 1991). These vibratory stresses arise 
from the excitation and consequent vibration of blades at the 
structure's modal frequencies by an external source (called 
forced response), or through self-excitation (called flutter). 

In forced response vibration, the frequency of a source of 
excitation, such as upstream distortion, coincides with a funda­
mental modal frequency of the blade somewhere within the 
operating range. In the Campbell diagram, the modal frequen­
cies of the airfoil are typically plotted against the rotational 
speed, as well as the most obvious sources of excitation. The 
intersection of a mode with a source of excitation, known as a 
' 'crossing,'' could result in unacceptable vibratory stresses. To 
avoid a crossing, designers typically attempt to alter the modal 
frequencies of the airfoil by changing the blade structure such 
as by changing thickness, taper, and chord. In propulsion appli­
cations, however, some crossings within the operating envelope 
generally do occur. In these cases, the knowledge of the vibra­
tory response of the airfoils is critical in order to avoid blade 
failure. The designers need to determine the significance of a 
blade response at the crossings within the operating envelope. 
A typical approach consists of considering the aerodynamic 
forces acting on the airfoils in two separate categories; the 
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Texas, June 5-8, 1995. Manuscript received by the International Gas Turbine 
Institute February 13, 1995. Paper No. 95-GT-182. Associate Technical Editor: 
C. J. Russo. 

forcing function, which refers to the amplitude and phase of 
the unsteady pressure field around the airfoil as it moves through 
the nonuniform excitation field, and the aerodynamic damping, 
which is the term used to refer to the unsteady aerodynamic 
force generated by the oscillatory movement of the airfoil. The 
amplitude of the blade oscillation, which is a direct measure of 
the vibratory stress, is determined by the balance of the forcing 
function with the structural and aerodynamic damping forces 
opposing the vibration. In certain applications such as in bladed 
disks (blisks), the structural damping tends to be much less 
than the aerodynamic terms. In these applications, when the 
excitation is due to some aerodynamic nonuniformity, the bal­
ance of the aerodynamic forcing function and damping deter­
mines the level of response. 

Flutter excitation is a different type of vibratory response in 
which, at certain conditions, the external flow around the blade 
sustains the oscillatory motion of the airfoil. At conditions under 
which the unsteady pressure force generated by motion of the 
blade extracts energy from the flow field, any perturbation could 
grow into airfoil flutter. The knowledge of the aerodynamic 
damping at many interblade phase angles (IBPA) is critical in 
determining flutter boundaries. 

In recent years, a number of methods utilizing linearized 
models (Verdon and Casper, 1982; Whitehead, 1982) have been 
used to predict aerodynamic damping as well as forcing func­
tion. In such approaches, the unsteady equations of the motion 
are linearized with respect to small harmonic perturbation. The 
predicted normalized amplitude and phase of the aerodynamic 
damping terms are thus assumed to be independent of the mag­
nitude of the small (relative to blade characteristic length) har­
monic motion. An objective of the present study is to examine 
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this assumption numerically for typical amplitudes of blade 
vibration encountered in transonic flow. A nonlinear Euler code 
with moving grid technique was reported by He (1990) to 
predict the aerodynamic damping for the Fourth Standard Con­
figuration, which compared well with the experimental mea­
surements. 

In the present study, an unsteady quasi-three-dimensional 
Navier-Stokes code was modified to include airfoil oscilla­
tory movement. This modification included the addition of a 
moving grid formulation to model airfoil solid body oscilla­
tion. This code was validated by comparing its predictions 
to a number of analytical and experimental test cases. The 
first validation case is that corresponding to the subsonic 
unsteady flow over an axially oscillating flat plate cascade 
with laminar boundary layer flow. A common feature of most 
CFD validations is the scarcity of available reliable data, 
with the situation being rather grave for oscillating airfoils 
in realistic transonic test conditions. In fact, the only com­
plete sets of data available to the authors were obtained from 
the Aeroelasticity Workshop report compiled and edited by 
Boles and Fransson (1986). In the second test case, the pre­
dictions for the Fourth Standard Configuration at high sub­
sonic conditions are compared to the experimental data. This 
part is very similar to the work of He (1990), in which an 
inviscid code with blade motion was used. In the third case, 
the experimental conditions of the Seventh Standard Config­
uration at transonic conditions are simulated and the unsteady 
loads are compared to the experimental data. In the final test 
case, by using the profile of a transonic compressor blade at 
90 percent span, the code is used in a numerical experiment 
to study the nonlinearity of unsteady loads with respect to 
the amplitude of airfoil movement in a pure bending mode. 

Numerical Method 
The numerical procedure used to model this flow is a two-

dimensional, Reynolds-averaged, unsteady multiblade row 
Navier-Stokes code, UNSFLO, developed by Giles (1988). 
This is a coupled viscous/inviscid code in which the thin 
shear layer Navier-Stokes equations are solved on a body-
fitted boundary layer grid using an implicit algorithm, while 
the Euler equations are solved on an outer inviscid grid using 
an explicit algorithm. The interface between the two regions 
is handled in a conservative manner. Quasi-three-dimensional 
effects are included through the specification of a streamtube 
thickness in the third dimension. Here, the Euler equations 
are solved using a generalization of Ni's Lax-Wendroff algo­
rithm (Ni, 1981). Full second-order accuracy is achieved. 
The inviscid grid is an unstructured mesh composed of an 
arbitrary mix of quadrilateral and triangular cells. The vis­
cous grid is an O-type mesh about each blade for which an 
ADI (alternating-direction-implicit) method with Roe's flux-
difference splitting gives third-order upwinding for the resid­
ual operator and first order upwinding for the implicit opera­

tor. The Baldwin-Lomax (1978) algebraic turbulence model 
is used in the viscous part of the solution with the location 
of the boundary layer transition specified. For the calculations 
presented herein, transition was assumed to occur at the lead­
ing edge. 

To better capture the shock and wake structures of airfoil 
cascades, the computational grid was adapted to the flow. A 
grid-independent solution at steady state was obtained by refin­
ing the computational grid to the point where further refinement 
does not alter the solution. The grid adaptation encompassed a 
fairly broad area around the flow features of concern (for exam­
ple, width of the wake). By using time-accurate graphic flow 
visualization, details of the predicted unsteady fluid flow were 
thoroughly investigated. This investigation typically included a 
determination of the quality of the adapted grid for the particular 
unsteady problem. Within the scope of the present work, the 
impact of the grid dependence on the unsteady calculations was 
not investigated. 

The code utilizes an innovative space-time coordinate trans­
formation, "time-tilting" (Giles, 1988), to permit arbitrary re­
duced frequencies while incurring little penalty in the computa­
tional time. A method of accounting for the temporal periodicity 
used here is known as the "Direct Store" (Erdos and Alzner, 
1978). In this method, the primitive variables for a complete 
period, which were stored previously, are used to update the 
periodic boundary condition while accounting for a specified 
phase lag (i.e., IBPA). The advantage of this approach is that 
for low reduced frequency oscillations, the complete problem 
can be solved for a single blade passage, considerably reducing 
the computational grid size and the solution time. The study of 
the application Direct Store and its limitation has been reported 
in detail by He (1990). Direct Store is in fact a temporal linear­
ization of periodic boundary conditions. This fact combined 
with the large storage requirements are the main disadvantages 
of the approach. The solution was assumed to be converged 
when the maximum error between two following periods at any 
point was less than 1E-3, which typically required anywhere 
between 3 and 10 periods depending on the particular test case. 
Many more details on this code and its verification may be 
found from Giles (1991), Giles and Haimes (1993), and Abhari 
etal. (1992). 

Moving Grid Approach 

The moving blade formulation was the approach proposed 
by Giles (1991). To model the motion of the airfoil, the code 
was modified in such a way that the wall nodes moved according 
to the prescribed harmonic motion for each period. The position 
of the mesh points within the O-grid were then updated in such 
a way as to maintain the original relative grid distribution, while 
the interface between the viscous and inviscid grid remained 
stationary, see Fig. 1. This approach allowed the inviscid solver 
to remain unchanged and the moving grid modifications were 
only needed for the viscous solver. 

N o m e n c l a t u r e 

CP = real amplitude of the unsteady per­
turbation pressure coefficient per 
unit amplitude 

Cf = skin friction coefficient 
F = flux terms in x 
G = flux terms in y 
n = normal vector direction 
p = pressure 
q — heat flux 

Re* = Reynolds number based on x 
t = time 

U = primitive variables 
u = velocity in x direction 

U0 = free-stream velocity 
V = defined in Eq. (2) 
v = velocity in y direction 

Wpc = nondimensional unsteady aerody­
namic work on an airfoil integrated 
over one oscillation cycle 

X = distance along the chord 
x = axial direction 
y = tangential direction 

e = amplitude of oscillation 
S = aerodynamic damping coefficient 

-(Wpc'ire) 
r = skin friction 
u> = frequency 
f2 = control volume 

Subscripts 

0 = stagnation conditions 
b = blade 
x = axial direction 
y = tangential direction 
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Interface of the inner 
and the outer mesh _ 

• Original grid 
"Deformed" grid 

Fig. 1 Illustration of the movement of mesh relative to blade 

Consider the two-dimensional Navier-Stokes equations be­
ing solved on a fixed (in time) control volume U, 

J Jn \ 8t 
dU d(F - Vx) d(G-

fn \ at ox dy 
v,) dxdy = 0 (1) 

where the viscous terms are given by 

Vx 

Vv = 

0 

HTv, + VTX 

+ vryy - qy 

(2) 

Now assumejhat the boundary of this control volume is moving 
at velocity ub and has an outward pointing unit normal vector 
h. Due to the motion of the control volume boundary d£l, 

— i f Udxdy = i f — dxdy + \ U(ub-n)ds (3) 
dt J Ju J Jn at Jon 

The second term in Eq. (3) corresponds to the volume being 
swept out by the moving boundary. Combining Eqs. (1) and 
(3), 

JI "** = -JI ( d(F 

dx 

Vx) + d(G Vy) 

dy 
dxdy 

s 
J as 

U(ub-h)ds (4) 

Fig. 2 Computational grid for flat plate test case, inviscid (60 x 150) 
mesh points, 21 points across O-grid 

separation and the flow Reynolds number based on length was 
100,000. The computational grid, shown in Fig. 2, was com­
posed of an O-grid (21 points across) coupled to a structured 
rectangular H-grid (60 X 150). The O-grid was closely packed 
near the surface to better resolve the boundary layer. The turbu­
lence model was turned off and the flow was assumed to be 
laminar. In Fig. 3, the predicted steady-state skin friction coef­
ficient versus axial length along the plate is shown, with the 
Blasius solution also being plotted for comparison. This figure 
demonstrates the accuracy of the present code against a closed 
form analytical prediction. It is observed that, over 80 percent 
of the length of the plate, the predicted result closely matches 
that of the Blasius solution. Toward the trailing edge of the 
plate, the numerical solution diverges from the analytical predic­
tion, presumably because of the pressure gradient generated due 
to the finite trailing edge blockage. 

By performing a low-frequency first-order asymptotic expan­
sion, Moore (1951) showed that for a small harmonic perturba­
tion of the external velocity superimposed on a mean velocity 
over a flat plate in laminar flow, the nonsteady friction coeffi­
cient is given by Eq. (6). This case is analogous to an infinite 

JI Udxdy 

- J (F - Vx)nx + (G- V,)ny - U(uh-n)ds (5) 

In addition to the extra flux terms represented by the third term 
on the right-hand side of Eq. (5) , the wall boundary conditions 
were also modified to account for the grid movement. A com­
plete description of the changes to the solver and the boundary 
conditions is given by Giles (1991). 

Comparisons and Discussions 

Oscillating Flat Plates. The initial validation test case 
modeled an axially oscillating flat plate cascade at zero incident 
with laminar boundary layer. The geometry was composed of 
flat plates of 0.004 m thickness, 1 m length in cascade with a 
solidity of one. This low blockage and low solidity was chosen 
to minimize the pressure gradients within the cascade. The lead­
ing edges of the plates were elliptical to avoid a leading edge 
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Fig. 3 Comparison of numerical prediction against Blasius solution of 
flat plate skin friction coefficient distribution versus axial surface length 
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flat plate performing a small-amplitude oscillation in the direc­
tion of the mean flow: 

_2_ 

3e 

C/VRe, 

0.664 

=* e!a'\ 1 + 0.944 ( - + 1.705 (6) 

where e and w are the amplitude and frequency of the oscilla­
tion. The unsteady flow over the oscillating flat plate was then 
simulated by moving the cascade of the flat plates at a small 
amplitude (e/length = 0.00004) with zero IBPA. The numerical 
prediction of the unsteady friction coefficient (scaled to be simi­
lar to the left-hand side of Eq. (6)) for a reduced frequency 
(OJX/U0) of 0.68, is plotted versus the nondimensional time in 
Fig. 4. The first-order prediction of Moore (right-hand side of 
Eq. (6)) is also plotted. It is observed that the phase and ampli­
tude of the predicted results agree reasonably well with the first-
order analytical solution. 

Fourth Standard Configuration. This annular turbine cas­
cade test case was experimentally investigated at Lausanne In­
stitute of Technology and the results were included in the aero-
elasticity workshop report by Boles and Fransson (1986). This 
cascade represented a typical section of a turbine airfoil that 
had exhibited flutter instability in the first bending mode. In the 
experiments reported, the cascade of airfoils was oscillated in 
the first bending mode at high speed conditions. Surface un­
steady pressures at the 0, 90, -90 , and 180 deg IBPAs were 
measured. Present simulations were performed at the exit Mach 
number of 0.9, matching the conditions reported in the experi­
ment. The computational grid consisted of a structured (80 X 
20) H-grid with rectangular mesh coupled to an O-grid with 21 
points across the viscous region. 

In Fig. 5, the steady-state Mach number contours of the flow 
are shown. The steady-state surface pressure distribution around 
the airfoil is plotted against the length in Fig. 6. The length 
is nondimensionalized with respect to the chord to match the 
convention used in the reporting of the experimental results. It 
is observed that with the exception of the slight overprediction 
of the acceleration on the front portion of the suction surface, 
the prediction reasonably matches the data. The code was then 
used to simulate the unsteady pressure distribution around the 
airfoil. In this experiment, the amplitude and interblade phase 
angle of the airfoils were well controlled. By utilizing Direct 

Fig. 5 Predicted steady-state Mach number contour distribution (incre­
ment of 0.04) for the Fourth Standard Configuration, 0.9 blade exit Mach 
number 

Store boundary conditions, a single passage computational do­
main was used. In order to check the accuracy of the Direct 
Store boundary conditions for the 180 deg test case, two pas­
sages were modeled with the exact periodicity imposed at the 
boundaries. The results were almost identical to the solution 
with Direct Store. In Fig. 7, the predicted amplitudes and phase 
angles for the first harmonics of the unsteady pressure are com­
pared to the experimental test data for three IBPA, -90 , 180, 
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Fig. 4 Comparison of numerical prediction of unsteady skin friction 
against the first order perturbation analysis (Moore, 1955) presented 
versus time 
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Fig. 6 Comparison of the data and the predicted surface pressure distri­
bution for the Fourth Standard Configuration, at blade exit Mach number 
of 0.9 
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Fig. 7 Comparison of the prediction and the measured data for the amplitude and phase angle distribution of the first harmonic of unsteady 
surface pressure coefficient at: (a) IBPA = -90 deg, (b) IBPA = 180 deg, (c) IBPA = +90 deg 

and 90 deg. The code does a reasonably good job of predicting 
the unsteady pressures with the largest discrepancy in the pres­
sure coefficient amplitude occurring in the front portion of the 
suction surface for the +90 deg IBPA and at the back of the 
suction surface for the —90 and 180 deg IBPA. A direct outcome 
of the present simulations is that the work per cycle, also known 
as the aerodynamic damping, is easily calculated by integrating 
the results. The normalized form of the aerodynamic damping 
as defined by Boles and Fransson (1986) is plotted against the 
measured values in Fig. 8. Additionally, the simulations were 
also performed for -135, - 4 5 , +45, and +135 deg IBPA condi­
tions. The inviscid prediction of He (1990) for the same airfoil 
and test conditions is also included in the figure. Again, the 
code does a reasonably good job of predicting the amplitude and 
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Fig. 8 Comparison of the aerodynamic damping and IBPA made be­
tween present prediction, an inviscid calculation (He, 1990), and mea­
sured data 

the shape of the measurements. The value of the aerodynamics 
damping becomes negative, signifying instability, from approxi­
mately -165 to - 1 0 deg IBPA. 

Seventh Standard Configuration. Another test case from 
the aeroelasticity workshop report by Boles and Fransson 
(1986) used for validation is the Seventh Standard Configura­
tion. This cascade of five airfoils (with solid walls on either 
side) represented the tip section of a typical compressor airfoil, 
with the geometry being taken from the 87 percent tip section 
of the second stage of a five-stage axial compressor. The airfoils 
were oscillated in the pitching mode. Due to the relatively high 
frequencies used in this study, certain experimental difficulties 
were encountered in maintaining a constant amplitude and phase 
angles between airfoils. In the test case studied, the compressor 
was operated with an inlet Mach number of 1.315 and exit 
Mach number of 1.25. The computational grid consisted of an 
unstructured triangular grid with adaptation near the leading 
edge, coupled to the O-grid for the viscous calculations. The 
grid adaptation was used to improve the capturing of the bow 
shock near the leading edge. The Mach number contour distribu­
tion, illustrating the predicted complex shock structure of this 
compressor, is shown in Fig. 9. 

The experimental conditions were initially considered to be 
represented by the pitching amplitude of the center airfoil. Di­
rect Store was used, which significantly reduced the computa­
tional time. In Fig. 10, the predicted amplitudes and phase 
angles of the first harmonic of the unsteady pressure are com­
pared to the experimental data. The test condition corresponds 
to the nominal 180 deg IBPA and the center airfoil pitching 
angle of 0.00122 rad. The prediction seems to miss entirely the 
peaks in the amplitude of pressure, and the phase angle neither 
follows the level nor the trend of the data. 

It was believed that this large discrepancy could be due to 
the relatively large variation in the tested phase and amplitude 
of the airfoils within the cascade. This was investigated by 
numerically simulating the complete five blade rows without 

Journal of Turbomachinery JANUARY 1997, Vol. 1 1 9 / 8 1 

Downloaded 01 Jun 2010 to 171.66.16.50. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 9 Predicted steady-state Mach number contour distribution (incre­
ment of 0.04) for the Seventh Standard Configuration, blade exit Mach 
number of 1.25 

using Direct Store. Each blade was moved at the measured 
amplitude and phase of oscillation and the nonperiodicity due 
to the presence of side walls was ignored. The experimental 
values of IBPA varied from 173 to 187 deg, and the amplitude 
of the oscillation from 0.52 to 1.27 times the value for the 
center airfoil. The predicted results for the center airfoil were 
then compared against the measurements. In Fig. 11, the pre­
dicted amplitudes and phase angles of the first harmonic of the 
unsteady pressure for the center blade of the five passage model 
are compared to the experimental data. It is observed that the 
numerical solution does a reasonably good job of predicting the 
amplitude and the phase of the unsteady pressure, with the 
largest discrepancy occurring in the phase relationship toward 
the trailing edge of the blade. The large difference between 
the results of Figs. 10 and 11 represents a strong aerodynamic 
coupling, which seems to exist between adjacent airfoils in a 
transonic cascade. 

A Transonic Compressor Tip Section. The cross section 
of a typical first-stage axial transonic compressor at 90 percent 
span was used in a numerical experiment to study the impact 
of nonlinearities on aerodynamic damping under primarily 
bending conditions. A finite element analysis of the complete 
airfoil was used to determine the modal response of the airfoil. 
The conditions of interest used in the present simulation corre­
sponded to a purely bending mode. The computational mesh 
consisted of an unstructured triangular grid, which was adapted 
to the flow to better capture the shock and wake structure. The 
grid adaptation strategy involved two sweeps in which first the 
grid was adapted to the second gradient of pressure (for shocks) 
and then to the gradient of entropy (for wakes). The resulting 

mesh, shown in Fig. 12, had a fairly distributed packing in 
the passage shock region. During the unsteady simulations, the 
movement of the passage shock was checked and found to be 
well within the packed-grid region. 

An O-grid with 21 points across was used in the viscous 
region with stretching away from the walls. The results pre­
sented here correspond to the peak efficiency condition with a 
1.35 relative inlet Mach number. The Mach number contour 
distribution is shown in Fig. 13, illustrating the predicted shock 
and wake structure of this compressor. The grid adaptation 
scheme resulted in a well-defined shock at the entrance to the 
flow passage. There was no predicted boundary layer separation 
anywhere on the airfoil. 

Direct Store was utilized in the unsteady simulations. To 
check the validity of the Direct Store approach, a calculation at 
0 deg IBPA was performed using the exact time tilting boundary 
condition. The results were found to be almost identical to the 
Direct Store approach. Based on this result, a number of other 
similar validations, and the results of He (1990), it was assumed 
that, for the present application, the temporal linearization of 
the lagged periodic boundary condition did not affect the accu­
racy of the final solution. 

A number of simulations were performed in which the airfoils 
were oscillated in bending motion with the IBPA being changed 
in increments of 45 deg. The amplitude of the oscillation corre­
sponded to 0.06 and 0.25 percent of the chord, which repre­
sented a realistic forced response range for this type of compres­
sor. The steady-state boundary layer displacement thickness at 
the point of the shock impingement on the pressure surface 
was predicted to be 0.24 percent of the chord. The predicted 
aerodynamic damping for two amplitudes of the motion over 
the range of the IBPAs are presented in Fig. 14. The line through 
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Fig. 13 Predicted steady-state Mach number contour distribution (in­
crement of 0.04) for the transonic compressor at peak efficiency condi­
tion 

the predicted values is merely to show the sinusoidal nature of 
the aerodynamic damping with respect to IBPA. It is observed 
that, in this instance, the amplitude of the oscillation does influ­
ence the level of aero-damping by as much as 14 percent within 
the IBPA range. In Fig. 15, the unsteady pressure coefficient 
(first harmonic) and the associated phase angle distributions for 
both amplitudes at —135 deg IBPA are plotted against the length 
along the chord. On the pressure surface, the predicted unsteady 
pressure coefficients for the two amplitudes are almost identical 
up to 65 percent of the length, which was the point of shock 
impingement. On the suction surface, the amplitudes of the 
unsteady pressure distributions are different throughout for the 
two cases. There was very little difference in the phase angle 
distributions. It should be noted that the aerodynamic damping 
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Fig. 14 Predicted aerodynamic damping versus IBPA for the transonic 
compressor in bending with amplitude of oscillation of 0.06 and 0.25 
percent of chord 
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Fig. 15 Predicted amplitude and phase angle distribution of the first 
harmonic of unsteady surface pressure coefficient for a transonic com­
pressor, bending deflections of 0.06 and 0.25 percent of chord, IBPA of 
-135 deg 

parameter presented is nondimensionalized with respect to the 
amplitude of the oscillation. A linearized code would predict 
identical nondimensional results for different amplitudes of os­
cillation. 

It is worth noting that the same numerical experiment was 
performed for a subsonic axial compressor (not shown) over 
a range of oscillation amplitudes, very little difference in the 
aerodynamic damping was observed. The limited experience 
gained from using this code on a handful of geometries and 
flow conditions, has been that the influence of the amplitude 
of oscillation under bending and torsion on nondimensional 
aerodynamic damping was only significant for certain transonic 
compressors operating near peak efficiency. 

Summary and Conclusions 
A quasi-three-dimensional unsteady, multiblade row, Na-

vier-Stokes CFD code was enhanced by the addition of a mov­
ing grid capability to predict the flow around oscillating airfoils. 
The computational mesh consisted of either a structured or an 
unstructured triangular grid in the inviscid region and an O-
grid in the viscous region. To better capture the shocks and 
wakes structures, steady-state flow adaptation of the unstruc­

tured grid was also used. The harmonic solid body movement 
of the airfoil was simulated by the movement of the blade 
surface at each time step with redistribution of the mesh within 
the O-grid. The viscous solver was modified to account for the 
extra flux terms due to the mesh movement. The interface of 
the viscous and inviscid grids remained unaffected by the blade 
movement and as such the inviscid mesh and the flow solver 
were untouched. 

The comparison between the prediction of unsteady surface 
friction for an axially oscillating flat plate with analytical solu­
tion showed reasonably good agreement. To further validate the 
code, comparisons of experimental data and predictions for the 
Fourth and Seventh Standard Test cases were also presented. 
The results show that the present code does a reasonably good 
job of predicting the flow around oscillating airfoils in a cas­
cade. 

A numerical study was also performed in which the impact 
of varying the amplitude of the airfoil oscillation on the aerody­
namic damping was studied. It was observed that for the present 
transonic case, the nondimensional aerodynamic damping was 
changed by as much as 14 percent when the amplitude of the 
oscillation was changed from 0.06 to 0.25 percent of chord. 
This change was primarily due to the change in the amplitude of 
the nondimensional unsteady pressure coefficient on the suction 
surface of the blade downstream of the passage shock. The 
present result illustrates that for certain conditions, linearized 
approaches for the prediction of the aerodynamic damping 
would be insufficient to provide an accurate model of the flow. 
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The Influence of Neighboring 
Blade Rows on the Unsteady 
Aerodynamic Response of 
Cascades 
In this paper, we present an analysis of the unsteady aerodynamic response of 
cascades due to incident gusts (the forced response problem) or blade vibration 
(the flutter problem) when the cascade is part of a multistage fan, compressor, 
or turbine. Most current unsteady aerodynamic models assume the cascade to 
be isolated in an infinitely long duct. This assumption, however, neglects the 
potentially important influence of neighboring blade rows. We present an elegant 
and computationally efficient method to model these neighboring blade row 
effects. In the present method, we model the unsteady aerodynamic response 
due to so-called spinning modes (pressure and vorticity waves), with each mode 
corresponding to a different circumferential wave number and frequency. Then, 
for each mode, we compute the reflection and transmission coefficients for each 
blade row. These coefficients can be obtained from any of the currently available 
unsteady linearized aerodynamic models of isolated cascades. A set of linear 
equations is then constructed that couples together the various spinning modes, 
and the linear equations are solved via LU decomposition. Numerical results 
are presented for both the gust response and blade vibration problems. To 
validate our model, we compare our results to other analytical models, and to 
a multistage vortex lattice model. We show that the effect of neighboring blade 
rows on the aerodynamic damping of vibrating cascades is significant, but never­
theless can be modeled with a small number of modes. 

1 Introduction 

The fluid flow through turbomachinery blade rows is in­
herently unsteady due to the relative motion of neighboring 
blade rows. In part, this is by design. Only through unsteady 
flow processes can the total enthalpy of the fluid be changed. 
Although this unsteady interaction is directly responsible 
for the work done on the fluid, the resulting unsteady aero­
dynamic loads acting on the blades are also sources of noise 
and forced response. Additionally, as we will show, the 
close proximity and relative motion of neighboring blade 
rows can significantly modify the aeroelastic stability of a 
blade row. 

A key assumption of most of the currently available aerody­
namic models of flutter, forced response, and acoustic response 
of cascades is that the cascade is isolated in an infinitely long 
duct. In fact, these phenomena are significantly influenced by 
the presence of neighboring blade rows. Recent experiments by 
Manwaring and Wisler (1993), for example, have shown that 
multistage effects are indeed significant in the forced response 
problem. Manwaring and Wisler obtained measurements of the 
unsteady aerodynamic force due to wake crossing in General 
Electric's Low Speed Research Turbine (LSRT). These mea­
surements showed that for a stator-rotor-stator geometry, the 
upstream stator had a significant influence on the unsteady 
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Texas, June 5-8 , 1995. Manuscript received by the International Gas Turbine 
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forced response of the downstream stator, an effect not modeled 
by single blade row analyses. 

Two families of computational techniques are currently 
available to solve rotor-stator interaction-type problems. 
The most widely used are time-marching techniques. Using 
this approach, the governing equations of fluid motion are 
"marched" in time from one time level to the next simulat­
ing the flow through the turbomachine. A number of investi­
gators (e.g., Rai, 1989a, b; Giles, 1988) have time marched 
the Euler and Navier-Stokes equations to obtain the un­
steady flow due to rotor/stator interaction. For example, Rai 
(1989a, b) has time marched the Navier-Stokes equations 
to compute unsteady rotor/stator interaction. One difficulty 
with Rai's approach (and others) is that the computational 
domain must be periodic in the circumferential direction. 
Thus, for example, if the rotor has 72 blades and the stator 
has 66 blades, the computational domain can be reduced to 
12 rotor blades and 11 stator blades but no further, leading 
to very large computational times. Rai circumvents this dif­
ficulty by modifying the geometry to force periodicity with 
fewer blades. Giles' (1988) has time marched the Euler 
equations to solve the rotor/stator interaction problem. Giles 
introduced the concept of "time inclining," a novel tech­
nique to reduce the number of blade passages required in 
the computation (e.g., from 12:11 to 1:1) without the errors 
incurred by modifying the geometry. The method, however, 
cannot be extended to more than two blade rows. While the 
time marching techniques are able to model the complex 
unsteady interactions between a rotor and a stator, they are 
still computationally very expensive, too expensive for use 
in routine design. 

Journal of Turbomachinery JANUARY 1997, Vol. 1 1 9 / 8 5 

Copyright © 1997 by ASME
Downloaded 01 Jun 2010 to 171.66.16.50. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The other family of techniques includes the so-called 
"time linearized" analysis techniques (see, e.g., Verdon, 
1987; Whitehead and Grant, 1981; Hall and Crawley, 1989; 
Hall, 1993; Hall and Clark, 1993; Hall and Lorence, 1993). 
Using this approach, one first solves for the time-averaged 
"steady" flow through a blade row using the nonlinear gov­
erning fluid equations. One then linearizes the governing 
equations assuming that the unsteadiness in the flow is small 
compared to the mean flow, is harmonic in time, and has 
a fixed interblade phase angle. The resulting linear small 
disturbance equations are discretized on a computational 
mesh of a single blade passage, and solved using Gaussian 
elimination or an iterative technique for each interblade phase 
angle and frequency of interest. The advantage of this ap­
proach is that it is computationally very efficient, typically 
requiring two orders of magnitude less computer time than 
the time marching approach. 

Unfortunately, without modification, the time-linearized 
analyses can only be applied to a single blade row. The reason 
is that when two or more blade rows are involved, the relative 
motion due to the rotation of the rotors produces a shifting 
of the frequencies of the acoustic, vortical, and entropic 
waves as they propagate from one blade row to the next. The 
frequency shift is analogous to the familiar Doppler shift. 
Furthermore, when waves emanating from the rotor impinge 
on the upstream stator, for example, waves will be reflected 
back toward the rotor. These reflected waves will have a 
multiplicity of shifted frequencies and scattered interblade 
phase angles, violating the assumption that the solution is 
harmonic in time with a fixed interblade phase angle. 

A number of investigators have attempted to modify the 
frequency domain techniques to model rotor/stator interac­
tions. An analytical approach was taken by Kaji and Okazaki 
(1970) using an acceleration potential technique. They dis­
tributed pressure doublets over both the rotor and stator. By 
satisfying the no-flux condition through the airfoils, they 
solved for all the doublet strengths simultaneously. However, 
this was done using only the fundamental frequency and in­
terblade phase angle, and therefore the interaction was only 
partially modeled. Hanson (1992) later extended this method, 
using vortex singularities, retaining multiple interblade phase 
angles and frequencies. 

In 1988, the first author (Hall) suggested in an unpub­
lished report that conventional frequency domain solvers 
could be used to characterize the reflection and transmission 
of spinning modes through individual blade rows of a 
multistage machine. Between the blade rows, the unsteady 
flow is composed of so-called spinning modes. The individ­
ual cascades can then be coupled via the spinning modes to 
obtain the behavior of the multistage machine. Hall devel­
oped an analysis technique in which the rotor and stator of 
a single stage were coupled via a single family of acoustic 
and vortical waves (single frequency and interblade phase 
angle in each blade row). Hanson (1993) later extended 
this technique to include multiple frequencies and multiple 
interblade phase angle waves, and used the method to ana­
lyze the acoustic behavior of a single stage. Buffum (1993) 
applied a similar technique to predict the aeroelastic stabil­
ity of a stator/rotor/stator system. Buffum, however, re­
tained only superresonant modes, and did not model the 
phenomena of mode scattering. 

In this paper, we generalize the mode coupling technique to 
analyze unsteady flows associated with flutter and forced re­
sponse in multiple blade row machines. Numerical results are 
compared to other theoretical results and to a time-marching 
vortex lattice method to demonstrate the ability of the code to 
predict accurately unsteady flows through multiple blade rows 
using a relatively small number of spinning modes. Further­
more, we show that coupling between blade rows significantly 
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Fig. 1 Schematic showing kinematics of frequency shifting and mode 
scattering 

modifies the aerodynamic damping of cascades, even in the 
case of subresonant flutter. 

2 Theory 

In this section, we develop a model of unsteady flow through 
a single stage (stator plus rotor). The analysis, however, with 
very minor modifications, is applicable to multistage machines. 
In Section 2.1, we discuss the kinematic behavior of unsteady 
flow through multiple blade rows. In Section 2.2, we character­
ize the reflection and transmission properties of individual blade 
rows. In Section 2.3, we discuss the propagation of waves 
through the duct between the blade rows. Finally, in Section 
2.4, we assemble the results of Sections 2.1-2.3 into a small 
system of linear equations that describes the unsteady flow 
through the stage. 

2.1 Modal Content. To illustrate the physical process to 
be modeled, consider a single stage as shown in Fig. 1. A row 
of rotor blades with B2 blades is situated behind a row of 
stator blades with Bx blades. We assume that the flow is two 
dimensional (in the axial and circumferential directions), and 
that the unsteadiness in the flow is small compared to the mean 
flow. Therefore, in each blade row, the unsteady flow will be 
governed by linear variable coefficient equations (for example, 
the linearized potential equation or the linearized Euler equa­
tions). Furthermore, between the blade rows, where the time-
averaged mean flow is uniform, the governing equations are 
linear equations with constant coefficients. Thus, the unsteady 
flow in these regions may be thought of as composed of eigen-
modes, sometimes referred to as spinning modes; the shapes 
of these eigenmodes are Fourier modes in the circumferential 
direction. 

Consider first the case of the rotor in isolation in an infinitely 
long duct. Suppose that the cascade of blades vibrates in plunge 
in a traveling wave mode with interblade phase angle a0 and 
temporal frequency w0. Mathematically, the plunging velocity 
h of the mth blade in the cascade is given by 

h(m, t) = h0 exp[j(cu0t + ma0)] (1) 

where h0 is the complex amplitude of the plunging velocity. 
The interblade phase angle is related to the number of nodal 
diameters k0 in the traveling wave mode by er0 = 2irko/B2. In 
the frame of reference of the rotor, pressure waves (spinning 
modes) with frequency u>0 will radiate away from the rotor 
both upstream and downstream. In addition, vorticity waves 
with frequency UJ0 will be convected downstream (in the pres­
ent analysis, we neglect entropy waves, although such waves 
could be readily included). The radiated waves must have the 
same phase shift over one blade gap as the original interblade 
phase angle. Therefore, the radiated waves can take on all 
interblade phase angles given by 
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c* = Co + 2irk = 2-rrNk/B2 (2) 01 
where k takes on all integer values, and Nk is the number of 
nodal diameters of the wave. Thus, the unsteady flow upstream 
of the rotor may be expressed by 

u(x, 9, t) 

1 +o= 

= 1 X clkUik exp{j[ui0t + aLkx + (k0 + kB2)9)] (3) 

where x is the distance in the axial direction, 6 is the circum­
ferential distance (in radians) around the rotor in a frame 
of reference attached to the rotor, and t is time. In Eq. (3) , 
u is a vector describing the unsteady flow field, e.g., u could 
be the vector of primitive flow variables. The index ;' denotes 
the type of radiated wave; ;' = 1,2, and 3 correspond to 
upstream moving pressure waves, downstream moving pres­
sure waves, and vorticity waves, respectively. The vector 
uik is the eigenmode of the ( j , fe)th mode, and a,-,* is the 
corresponding axial wave number of the wave. Finally, the 
scalar constant cik denotes how much of a given eigenmode 
is present in the solution. Note that Eq. (3) contains only 
i = 1 type waves, that is, upstream going pressure waves. 
Downstream of the rotor, a similar sum would describe the 
unsteady flow, but with i = 2 and 3. 

When viewed in the rotor frame of reference, all of the 
waves have the same temporal frequency UJ0 as the original 
disturbance in the rotor. However, in the stator frame of 
reference, the frequency of each k mode will appear shifted. 
This is readily seen if we make the change of coordinates 

x' = x + Ax 

v = e - sit 

V = t 

(4) 

(5) 

(6) 

where the primed coordinates are fixed to the stator frame 
of reference, SI is the rotation rate of the rotor, and Ax is 
the axial separation of the leading edges of the stator and 
the rotor. Substitution of Eqs. ( 4 ) - ( 6 ) into Eq. (3) gives 

u(.*', 6',t') I I 
; - l /t=-oc 

cikxxik exp (-ja i ikAx} 

X e\p{j[u'kt' + a,,kx' + (k0 + kB2)9']} (7) 

where ui'k = UJ0 + (k0 + kB2)Sl. Thus we see that the fre­
quency is shifted when viewed in the stator frame of refer­
ence. Hence, a single initial excitation frequency in the rotor 
frame of reference produces a multiplicity of frequencies 
and interblade phase angles in the stator frame of reference. 

The unsteady waves impinging on the stator will produce 
an unsteady aerodynamic load on the stator, and excite addi­
tional pressure and vorticity waves which radiate away from 
the stator. These radiated waves, which may be thought 
of as reflected and transmitted waves, will have the same 
interblade phase angle as the incident wave plus integer 
multiples of 27r. Hence, these additional waves reflected 
into the region downstream of the stator will have the form 

u(* ' , 9' t') = Z I I cink\iink exp {-jau„Ax} 

X cxp{ j[ui'kt' + a,t„kx' + (k0 + nBx + kB2)0']} (8) 

when viewed in the stator frame of reference, where the number 
of nodal diameters N„k is equal to k0 + nBt + kB2 with n and 

Pt <F •^szzzzzzzzz pt 

oc* 
X 

ROTOR 

Fig. 2 Schematic showing definition of incident (shaded) and reflected 
and transmitted (unshaded) waves 

k taking on all integer values. When viewed in the rotor frame 
of reference, the waves have the form 

u(x, 9, t) = I X X c,„ 

X zxp[j[u„kt + aiMx + (k0 + nB, + kB2)9]} (9) 

where w„k = OJ0 - nBtSl. Note that the frequency as viewed in 
the rotor frame does not depend on k. Therefore, an original 
disturbance with a single interblade phase angle and frequency 
will scatter into a number of discrete nodal diameters, and 
shift into a number of discrete frequencies. Note that the mode 
numbers n and k, along with the knowledge of the original 
excitation frequency, interblade phase angle, blade counts, and 
wheel speed, determines the frequency and interblade phase 
angle of a given spinning mode. 

2.2 Reflection and Transmission Coefficients. We now 
consider the interaction of the spinning modes with the blade 
rows themselves. Incident waves will impinge on a given 
blade row from both the upstream and downstream sides. 
These waves will interact with the blade row producing re­
flected and transmitted waves at the same frequency as the 
incident waves when viewed in the frame of reference of the 
blade row in question. Consider the case of incident pressure 
and vorticity waves with mode numbers n, k impinging on 
the rotor (see Fig. 2 ) . We may express the radiated pressure 
and vorticity waves as 

(10) 

for integer j = -°° to °o where P + , P~, and £ denote the 
complex amplitude of the upstream going pressure wave, the 
downstream going pressure wave, and the downstream going 
vorticity wave. The subscripts L and R denote the upstream 
and downstream (left and right) sides of the blade row. The 
matrix W is a matrix of transmission and reflection coeffi­
cients. Note that a single incident wave with mode numbers 
n, kin principle produces an infinite number of reflected and 
transmitted waves with mode numbers n,j, where j takes on 
all integer values. Conversely, an infinite number of incident 
waves contribute to a single family of outgoing waves. We 
may express this result as 

Pt W„ W 1 2 W , 3 P+R 
PR = Vf21 W22 W 2 3 

•< PI 
<#} . • 

W31 w32 W33 njnk lu 
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k\ = £ W n W12 W13 

W21 W 2 2 W23 

W31 W32 W33 

J PI \ +\b[ 
njnk [ W J nk L "3 > 

E„i. — 

— e l.n* 

-e'"3,»*" 

(15) 

to (11) 

Also, in Eq. (11) we have included an inhomogeneous term 
bnJ. Such a term would arise, for example, if the blades of the 
cascade were prescribed to vibrate, or from a prescribed viscous 
wake trailing behind the stator blades. 

It will be convenient to rearrange Eq. (11) as follows: 

X [KMULM + B„MuR,„t] = b„j,j = -oo to oo (12) 

where Ax is the axial spacing from the leading edge of the 
stator to the leading edge of the rotor. 

The axial wave number aiJlk in Eq. (15) depends on the 
steady flow properties in the duct between the blade rows, the 
mode numbers («, k), and the frequency uj„k. For downstream 
propagating vorticity waves, the wave number is given by 

OtXnk = -
PnkV + Vnk 

U 
(16) 

where 

and 

**njnk 

Sjk - V f u - W , 3 

0 — W22 — W23 

0 - w 3 2 - w 3 3 _J njnk 

where U and V are the axial and tangential components of 
velocity, respectively, and u„k is the temporal frequency associ­
ated with the wave (V and oj„k must be viewed in the same 
frame of reference). Also, /3„k is the circumferential wave num­
ber given by /3nk = (k0 + nBx + kB2)IR where R is the radius 
of the machine. For pressure waves, the wave number is given 
by 

ai,nk = • 
U(u* + P„kV) ± aAu„k + PnkVf - {a1 - U1)^ 

U2 

(17) 

"nink - W 2 1 

- W 3 1 

SJt 

0 
0 

Sjk_ njnk 

and 8jk is the Kroneker delta function. A similar set of equations 
are applied to the stator, i.e., 

S [A yknkuL,nk + B 'jknk^R,nki ~ "jk, J to (13) 

Note that for certain conditions, the wave numbers will be com­
plex, and the waves will be "cut-off." Cut-off waves are attenu­
ated, and no acoustic energy is carried along the duct. For other 
conditions, the wave numbers will be purely real, and the waves 
are "cut-on," i.e., they propagate along the duct without attenu­
ation. 

Finally, upstream of the stator and downstream of the rotor, 
we require that there be no incoming waves. This condition 
may be expressed by 

CuU + Du|,„, = 0 (18) 

Note that the equations in this section merely describe the 
kinematics of the reflection and transmission of waves through 
a stator or rotor. To obtain the actual reflection and transmission 
coefficients W and the inhomogeneous terms b requires an 
unsteady aerodynamic theory. In the present study, we use a 
modified version of the two-dimensional compressible flat-plate 
cascade theory and computer code "LINSUB" developed by 
Whitehead (1987) based on the theory of Smith (1972). We 
note, however, that more sophisticated linearized theories could 
be used as well. 

2.3 Interrow Coupling. Having described the behavior 
of the individual blade rows, we now consider the aerodynamic 
coupling of the blade rows. The blade rows ' 'communicate'' 
with one another through the spinning modes. For example, 
an outgoing pressure wave (spinning mode) from the rotor 
propagating upstream becomes an incident pressure wave to the 
stator. This may be expressed as 

where 

E„tUjJ,„J: + U / . ^ — 0 (14) 

where the superscripts 1 and 2 refer to the first and second blade 
rows respectively (stator and rotor for the situation depicted in 
Fig. 1). The matrix E„k describes the propagation of the spinning 
modes through the duct, and is given by 

0 0 0 1 0 0 
0 1 0 , D = 0 0 0 
0 0 1 0 0 0 

(19) 

2.4 Assembled System of Equations. Next, we put to­
gether these relationships to obtain a linear system of equations 
describing the unsteady flow in the stage. Of course, the infinite 
sums in Eqs. (11) and (13) must be truncated. As an example, 
we consider the case where four spinning modes are retained 
in the model: («, k) = (0, 0) , (0, 1), (1 , 0) , and (1, 1). The 
resulting linear system of equations then has the form given by 
Eq. (20). Superscripts denote the blade row number. Equation 
(20) describes the interaction of the various n, k modes in the 
rotor and stator. This equation is solved using lower-upper (LU) 
decomposition to determine the amount of each mode present 
in the unsteady flow. Knowing this, one can then compute the 
unsteady lift and moment acting on the airfoils in a postpro­
cessing operation. Finally we note that although Eq. (20) was 
derived for the special case of a single stage (stator plus rotor), 
the approach is easily extended to multiple stages, and results 
are presented in the next section of unsteady flow through a 
three and one-half stage machine. 
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3 Results 

3.1 Code Validation. Before using the present analysis 
to study the aeroelastic stability of rows of airfoils, we first 
present a number of numerical examples designed to validate 
the present method. In this section, we compare our numerical 
results to two other theories: a similar coupled mode analysis 
developed by Hanson (1993, 1994), and a rotor/ stator vortex 
lattice method developed by the authors specifically to test the 
present method. 

First, consider Configuration A, a rotor/ stator combination 
with the geometry given in Table 1. In this example, we assume 
that the upstream rotor generates a viscous wake which then 
interacts with the downstream stator. Note that the rotor speed 
for this example is such that the rotor and stator carry no steady 
load. The interrow spacing is 1.5 times the rotor blade chord. 
The upwash acting on the stator due to the rotor wake is modeled 
using the wake model of Kemp and Sears (1955). We assume 
that the viscous wake trailing the rotor blades is due to an airfoil 
profile drag coefficient of 0.02. Note, however, that only the 
first circumferential harmonic of the viscous wake upwash is 
retained. Thus, the original excitation is at a single interblade 
phase angle and temporal frequency. Results of the present 
theory are shown in Fig. 3. Shown are the magnitudes of the 
harmonic components of unsteady coefficient of lift [CL = LI 
(pU2c)] acting on the rotor (vane passing frequency and twice 
vane passing frequency) and stator (blade passing frequency 
and twice blade passing frequency) as a function of the relative 
Mach number M of the flow into the rotor. Also shown for 

Table 1 Cascade parameters for Configuration A 

Rotor Stator 

Cascade Index 1 2 
Number of Blades B 38 50 
Chord c 1.00 0.57 
Gap-to-Chord Ratio 
Stagger Angle 
Relative Velocity 

G 
0 
U 

0.75 
-60° 

1.0 

1.00 
0" 
0.5 

Forced Response Case 

Relative Mach Number M 0.60< M < 0.90 0.30< M <0.45 
Excitation Frequency 
Excitation Phase Angle 

OJo 

do 

7.255 
-273.6° 

Flutter Case 

Relative Mach Number M 0.7 0.35 
Excitation Frequency 
Excitation Phase Angle 

Wo 

"0 

1.0 
-180° < <70 < 180° 

Rotation Speed Ml -0.866 0.0 

comparison are the results computed by Hanson (1993, 1994) 
using his collocation method. In both theories, the same nine 
spinning modes were retained, («, k) = (0, —1), (0, 0) , (0, 
1), (0, 2) , ( - 1 , - 2 ) , ( - 1 , - 1 ) , ( - 1 , 0) , ( - 1 , 1), and ( - 1 , 
2) . It is reassuring, although perhaps not surprising, that the 
two essentially equivalent theories are in excellent agreement. 
Note that even though the original excitation acts on the stator 
only, unsteady lift acts on both blade rows. This is to be ex­
pected since the (0, 1) mode, which is directly excited by the 
original disturbance, is cut-on over the entire Mach number 
range providing a significant coupling mechanism. 

Next, we compare the present coupled mode analysis to an 
incompressible time-marching vortex-lattice model developed 
by the authors for this purpose. Using our vortex-lattice model, 
the blades and wakes of multiple cascades are modeled with a 
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Rotor Relative Mach Number, M 

0.90 

Fig. 3 Unsteady lift on rotor (top) and stator (bottom) of Configuration 
A due to interaction with Kemp-Sears wake: O, present method; , 
Hanson collocation method (1993,1994) 
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Table 2 Cascade parameters for Configuration B 

Stator Rotor Stator 

Cascade Index 1 2 3 
Number of Blades B 72 72 72 
Chord c 1.00 1.00 1.00 
Gap-to-Chord Ratio 
Stagger Angle 
Relative Velocity 
Relative Mach Number 

G 
0 
U 
M 

0.75 
45° 
1.0 

0.0, 0.7 

0.75 
-45° 
1.0 

0.0, 0.7 

0.75 
45° 
1.0 

0.0, 0.7 
Excitation Frequency 
Excitation Phase Angle (TO 

1.0 
-180° < (To < 180° 

Rotation Speed SIR 0.0 -1.414 0.0 

number of vortex elements. At the quarter-chord of each ele­
ment is placed a point vortex. At the three-quarter chord point 
of each element we place a collocation point. We start the 
solution with all of the vorticity equal to zero. Then, at each 
time step, we adjust the vorticity at each of the elements on the 
blades so that flow tangency is satisfied. The vorticity at the 
first point behind each airfoil is selected to satisfy the require­
ment that circulation be conserved. In the remainder of the 
wake, the vorticity is simply convected from one time step to 
the next assuming a rigid wake. Finally, we increment the posi­
tion of the rotor, and repeat the entire process. The result is a 
time-accurate simulation of incompressible flow through multi­
ple blade rows. 

Consider "Configuration B," a stator/rotor/stator configu­
ration (see Table 2). The interrow spacing for the case consid­
ered here is 0.2 times the blade chord, and the axial Mach 
number M is zero (incompressible flow). Shown in Fig. 4 is 
the computed time history of the unsteady coefficient of lift [ CL 

= L/(pUh0c)] on the reference blades of Configuration B due 
to plunging motion of the rotor blades at an interblade phase 
angle <rQ of 90 deg. Results are shown for both the coupled 
mode analysis and the vortex lattice model. For the case consid­
ered here, the rotor blades plunge with a reduced frequency 
LOadU of 1.0 (based on relative velocity and chord). The cou­
pled mode analysis used one mode (n = £ = 0 ) i n one case, 
and 25 modes ( - 2 < n < 2, - 2 < k < 2) in another. The 
time-marching vortex-lattice model used 40 panels per blade. 
Note that after the initial transients associated with the start of 
the vortex-lattice method have decayed away, there is generally 
excellent agreement between the two methods, especially when 
the coupled mode analysis uses 25 modes. Even using just one 
mode, the coupled mode analysis does a good job of predicting 
the low-frequency component of the unsteady lift. The largest 
discrepancies occur at the times when a blade intersects the 
shed wake of the upstream blade row. At these instances, there 
is an abrupt change in the slope of the lift. Physically, a slope 
discontinuity indicates that the unsteady response contains sig­
nificant high-frequency content, and one would expect that a 
large number of spinning modes would be needed to model the 
unsteady flow accurately. Nevertheless, our results indicate that 
a modest number of modes is required to obtain good agreement 
with the "exact" time-marching solution. 

3.2 Aerodynamic Damping Calculations. Having vali­
dated the model, we next consider the aeroelastic stability of 
the rotors of Configurations A and B. Consider the time history 
of the unsteady lift due to plunging motion of the rotor blades 
of configuration B (see, e.g., Fig. 4). Clearly the unsteady lift 
contains the original excitation frequency plus numerous shifted 
frequencies. However, on average, the unsteady lift at the 
shifted frequencies does no aerodynamic work on the vibrating 
rotor blades. Therefore, the aeroelastic stability is governed by 
the real part of the lift at the original (fundamental) excitation 

frequency. (The "aerodynamic damping" is proportional to the 
negative of the real part of the coefficient of lift, CL. If the 
aerodynamic damping plus the structural damping is negative, 
then the cascade will flutter.) 

The first example we consider is Configuration A as before, 
but now the excitation is due to a plunging vibration of the 
rotor blades with a reduced frequency u>0c/U of 1.0. Figure 5 
shows the real and imaginary parts of the fundamental harmonic 
of the unsteady lift for a range of interblade phase angles. These 
results were computed using the present coupled mode analysis 
with 1 mode (n = k = 0) and 25 modes ( - 2 < n < 2, - 2 s 
k s: 2). The two solutions are in almost perfect agreement, 
indicating that most of the coupling for this example occurs 
through a single mode (at least the coupling that affects the 
fundamental harmonic). Also shown in the figure is the un­
steady lift computed for the rotor in isolation using LINSUB 
(Whitehead, 1987) without coupling, i.e., the conventional ap­
proach. For this example, coupling has a small effect on the 
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Nondimensional Time, Ut/c 

Fig. 4 Time history of unsteady lift on reference blades of Configuration 
B due to plunging motion of the rotor blades, w0c/U = 1.0, ir0 = 90 deg: 

, vortex-lattice code; , present analysis using 1 mode; 
, present analysis using 25 modes 
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unsteady lift in the superresonant region (—91.1 deg =s <j0 =s 
19.5 deg), and almost no effect in the subresonant region. 

Next, we consider the aeroelastic stability of Configuration 
B. Shown in Fig. 6 is the fundamental harmonic of the unsteady 
lift as a function of interblade phase angle for the original Case 
B configuration, but for a relative Mach number M of 0.7 in 
both the rotor and the stator. Shown is the unsteady lift on the 
reference blade of the rotor computed using one, nine, or 25 
modes for a range of interblade phase angles. Note that the 
three computed results all agree fairly well with one another 
over most of the interblade phase angle range, indicating that 
the primary coupling between blade rows for this case is due 
to a single mode. Over a portion of the interblade phase angle 
range, more modes are required to obtain a ' 'converged'' solu­
tion, but certainly no more than 9 modes ( — 1 < n s. 1 , -1 =s 
k s, \). Also shown in Fig. 6 is the unsteady lift computed 
using LINSUB. Note that this unsteady lift is significantly dif­
ferent than the unsteady lift for a rotor surrounded by stator 
blade rows, even for interblade phase angles in the subresonant 
region. This should not be too surprising since the vorticity 
waves are always "cut-on." These waves propagate down­
stream from the rotor and impinge on the downstream stator. 
In the stator frame of reference, some of these waves have quite 
high frequency, and therefore excite superresonant pressure 
waves that propagate upstream and interact with the rotor. Fur­
thermore, even cut-off pressure waves will interact with adja­
cent blade rows if the interrow gap is small or the interblade 
phase angle of the mode is small. 

Next, we again consider plunging motion of the rotor of 
Configuration B with M = 0.7, but now vary the interrow 
spacing between blade rows. In one case, the axial spacing is 
0.2 chords (as before). In the other, the axial gap is 1.0 chord. 
Shown in Fig. 7 is the fundamental harmonic of unsteady lift 
acting on the reference blade of the rotor. In both cases, nine 
modes were used in the coupled mode analysis. The two solu-
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Fig. 6 Fundamental harmonic of unsteady lift on rotor blades of Con­
figuration B due to plunging motion of rotor blades, coQc/U = 1.0: 

, LINSUB (Whitehead, 1987); O, present method with 1 mode; 
, 9 modes; , 25 modes 
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Fig. 5 Fundamental harmonic of unsteady lift on rotor blades of Con­
figuration A due to plunging motion of rotor blades, cooc/U = 1.0: 

, LINSUB (Whitehead, 1987); , present method with 1 mode; 
O, 25 modes 

Fig. 7 Fundamental harmonic of unsteady lift on rotor blades of Con­
figuration B due to plunging motion of rotor blades, IOOC/U - 1.0: 

, present method with axial gap = 0.2 chords; , present 
method with axial gap = 1.0 chord 
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Fig. 8 Fundamental harmonic of unsteady lift on rotor blades of Con­
figuration B due to plunging motion of rotor blades, cooC/U = 1.0: 

, 1 blade row; O, 3 blade rows; , 5 blade rows; , 7 
blade rows 

tions are seen to differ markedly, demonstrating the importance 
of the axial spacing of neighboring blade rows on aeroelastic 
damping. These results suggest that axial spacing plays an im­
portant role in the aeroelastic stability of blade rows. 

Next, we investigate the influence of multiple blade rows 
surrounding a vibrating blade row. We consider again Configu­
ration B (stator/rotor/stator), but now with 1 blade row (rotor), 
3 blade rows, (stator/rotor/stator), 5 blade rows (rotor/stator/ 
rotor/stator/rotor), and 7 blade rows (stator/rotor/stator/ro-
tor/stator/rotor/stator). In all cases, only the blades of the mid­
dle rotor vibrate in plunge with a reduced frequency of 1.0, and 
nine modes were included in the coupled mode analysis. Shown 
in Fig. 8 is the fundamental harmonic of the unsteady lift for a 
range of interblade phase angles. Note that as more blade rows 
are added to the system, the unsteady lift is modified. However, 
the most significant change occurs when the system goes from 
a rotor in isolation, to a rotor surrounded by an upstream and 
downstream stator row. Adding more blade rows beyond this 
point has a more modest effect on the unsteady lift. 

4 Discussion and Summary 

In this paper, we have presented an analysis for computing 
unsteady flows in multistage fans, compressors, and turbines. 
Using the present method, conventional frequency domain solu­
tion techniques are used to compute reflection and transmission 
coefficients that describe the response of an isolated blade row 
to a single incident interrow wave. These reflection and trans­
mission coefficients are then used to construct a linear system 
of equations that describes how multiple blade rows will behave 
together. Although the reflection and transmission coefficients 
were computed in this study using a flat-plate cascade theory, 
the method is general, and other more realistic linearized analy­
ses could be used to obtain the reflection and transmission coef­
ficients. For example, replacing the LINSUB model for the 

isolated blade rows with a more sophisticated flow model— 
such as a linearized Euler analysis (Hall and Clark, 1993) — 
would result in a model capable of predicting the potentially 
important influence of turning and "mode trapping" as de­
scribed by Hanson (1993). Furthermore, there is no difficulty 
in analyzing unsteady flows through rotor/ stator configurations 
with unequal blade counts in the blade rows. Finally, the method 
can be applied to machines with any number of blade rows, 
although the number of modes one must retain in the model 
will generally increase with increasing number of blade rows. 

For flutter calculations, a relatively small number of modes 
(say ten to 25 modes) is required to obtain satisfactory estimates 
of the aerodynamic damping. We found that the aerodynamic 
damping of an isolated cascade of vibrating airfoils differs 
markedly from the aerodynamic damping when the cascade is 
surrounded by neighboring blade rows. We also found that the 
interrow spacing significantly affects the aerodynamic damping 
of a blade row. This result also suggests that in some cases 
adjusting the interrow spacing may be used to passively control 
blade flutter. 

Finally, although the results in this paper are preliminary, 
we would argue that the current generation of unsteady time-
linearized flow solvers, which model a given blade row as iso­
lated in an infinitely long duct, may not correctly predict the 
aerodynamic damping of vibrating blades. The method pre­
sented in this paper provides a framework to incorporate the 
influence of neighboring blade rows into these time-linearized 
aerodynamic solvers. 
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Three-Dimensional Unsteady 
Flow and Forces in Centrifugal 
Impellers With Circumferential 
Distortion of the Outlet 
Static Pressure 
This paper describes the numerical investigation of the centrifugal impeller response 
to downstream static pressure distortions imposed by volutes at off-design operations. 
An unsteady three-dimensional Euler solver with nonreftecting upstream and down­
stream boundary conditions and phase-lagged periodicity conditions is used for this 
purpose. The mechanisms governing the unsteady flow field are analyzed. A paramet­
ric study shows the influence of the acoustic Strouhal number on the amplitude of 
the flow perturbations. Radial forces calculated on backward leaned and radial 
ending centrifugal impellers show nonnegligible influence of the impeller geometry. 

Introduction 
Centrifugal compressor impellers are exposed to downstream 

circumferential static pressure distortions when followed by 
nonaxisymmetric volutes operating at off-design conditions. 
The static pressure distortion propagates upstream and creates 
a circumferential variation of the blade loading and forces in 
the impeller. A first consequence is a nonzero radial force on 
the shaft and extra load on the bearings. It also means unsteady 
flow in the rotating blade passages resulting in blade vibrations 
and additional noise. This increases losses and decreases the 
operating range of the compressor. 

Experimental studies on the flow in centrifugal compressor 
impellers with downstream static pressure distortion (Pfau, 
1967; Uchida et al , 1987; Sideris, 1988) indicate a nonlinear 
variation of the outlet flow with large variations in the volute 
tongue region. Nonnegligible circumferential flow variations are 
also detected upstream of the impeller, resulting in a variation of 
incidence. 

The unsteadiness of the incompressible flow in a channel of 
length L is normally characterized by the reduced frequency, 

n = V 
(1) 

where V is the speed by which a particle is transported through 
the channel. However, the acoustic Strouhal number is more 
appropriate to characterize compressible flows. It is defined as 
the product of the reduced frequency times the Mach number: 

Sr = Q.M = 
fL 

(2) 

It relates the time needed by a pressure wave to travel a distance 
L to the period of the pressure perturbation 1 / / . 

In turbomachinery applications, L is normally defined as the 
length of a blade passage, whereas / is the number of rotations 
per second times the number of perturbation waves around the 
circumference. 

Contributed by the International Gas Turbine Institute and presented at the 40th 
International Gas Turbine and Aeroengine Congress and Exhibition, Houston, 
Texas, June 5-8, 1995. Manuscript received by the International Gas Turbine 
Institute February 11, 1995. Paper No. 95-GT-33. Associate Technical Editor: 
C. J. Russo. 

Unsteady effects are small for Sr < 1 and the quasi-steady 
flow can be evaluated by means of steady calculations. For Sr 
> 0.1 accurate results can be obtained only by means of un­
steady flow calculations. 

A one-dimensional unsteady model to predict the impeller 
response to a downstream circumferential static pressure distor­
tion was developed by Lorett and Gopalakrishnan (1986). The 
model, applicable only to incompressible flows, assumes con­
stant outlet relative flow angle. It calculates the radial force 
acting on the impeller in function of the circumferential nonuni-
formity of the outlet static pressure, neglecting the circumferen­
tial variation of the radial and tangential momentum. 

Better predictions can be obtained by the two-dimensional 
unsteady models of Morfiadakis et al. (1991), and Badie et al. 
(1992) who solve the two-dimensional unsteady potential flow 
equations by means of singularity or finite element method. 
Croba (1992) calculates the incompressible unsteady two-di­
mensional Navier-Stokes flow using the k-t model for turbu­
lence. Sideris (1988) uses a quasi-three-dimensional unsteady 
Euler model to predict the unsteady flow variations in the blade-
to-blade surface at the shroud. All these models, however, fail 
to provide information about the three-dimensional effects in 
the impeller. 

The present numerical study aims to predict the three-dimen­
sional unsteady flow in centrifugal impellers, and the unsteady 
forces and torques acting on the impeller shaft and blades. A 
parametric study is carried out to find the conditions that give 
rise to large amplitudes of flow quantities and forces oscilla­
tions. Computations are done on impellers with backward 
leaned and with radial ending blades to evaluate the influence 
of the impeller geometry. 

Numerical Method 

Flow unsteadiness due to circumferential inlet and outlet 
pressure distortions is influenced mainly by wave propagation 
and to a lesser extent by viscous phenomena. This justifies the 
use of an unsteady three-dimensional Euler solver instead of a 
full three-dimensional Navier-Stokes solver. This simplifica­
tion results in an affordable computer time, and it can give 
useful information on the dynamics of the flow in the case 
where the impeller is not heavily loaded and flow separation is 
limited. 
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The space discretization of the three-dimensional Euler equa­
tions is done by means of the finite volume technique with a 
second order spatial accuracy in smooth grids (Fatsis, 1993). 
The Runge-Kutta four-step scheme with single evaluation of 
the dissipative terms providing second-order accuracy for non­
linear equations is used for the time integration (Jameson et al., 
1981). Extensive testing of the method by Sideris (1988) in 
special test cases for which analytical solutions exist has demon­
strated the accuracy of this scheme for unsteady flow 
predictions. 

Impermeable wall boundary conditions are imposed on the 
solid walls by considering only the static pressure distribution 
when computing the convective fluxes. The evaluation of the 
Jameson-type artificial dissipation on the solid walls is done 
by means of high order extrapolation polynomials in order to 
minimize the dissipative fluxes (Fatsis and Van den Braem-
bussche, 1994). They also describe the three-dimensional inlet/ 
outlet nonreflecting boundary conditions based on the Fourier 
decomposition and showed that the upstream location of the 
inflow boundary has a negligible effect on the solution. 

Special problems related to unsteady flow are the nonperiod-
icity of the flow and the definition of the time step. They are 
discussed in the following two sections. 

Phase-Lagged Periodicity Conditions. Since the down­
stream static pressure is not uniform around the circumference, 
the flow variables will be different on each stagnation pseudo-
streamline so that the classical periodicity conditions cannot 
be applied any longer. A point rotating with the impeller will 
experience the same flow conditions only after a complete 
rotation. 

There are two methods to simulate this phenomenon numeri­
cally. The first one is to extend the numerical domain in the 
circumferential direction such that it contains all the blades of 
the impeller and to calculate the whole impeller flow at once. 
This leads to computer storage problems in three dimensions, 
because all the flow variables at each individual blade passage 
have to be stored in memory. 

The alternative way is to consider only one blade channel as 
computational domain, and to simulate the circumferentially 
nonuniform flow field by employing phase-lagged periodicity 
conditions. A modified version of the phase-lagged periodicity 
conditions of Erdos and Alzner (1977) is used in the present 
study. 

The computational domain under consideration is the one 
defined by ABCDNMLK, on Fig. 1. The flow variables at the 
boundaries AB, KL, and CD, MN are not equal anymore be­
cause the static pressure in D and N is different. Suppose that 
the flow is calculated at NCIRC different circumferential posi­
tions of the rotor within one rotation. The blades will then have 
rotated over a pitch after n computations 

NCIRC 

Nbl 

(3) 

Calculating the unsteady flow at the i'th circumferential position 

Fig. 1 Phase-lagged periodicity conditions 

(i = 1, . . . , NCIRC), the necessary information above the 
boundary ABCD and below the boundary KLMN (Fig. 1) can be 
obtained from the computations done in neighboring passages at 
positions i — n and i + n, respectively. 

The flow variables at the blade position i - n have been 
updated shortly before, during the actual rotation when calculat­
ing the flow in the previous pitch. The flow variables at the 
blade position / + n are not yet known at the current rotation, 
and are set equal to the values at the position i + n - NCIRC 
obtained at the previous rotation. 

Using information from the previous rotation means that the 
nonperturbed solution is used to calculate the flow during the 
first rotation, which slows down the convergence to a periodic 
state. 

Phase-lagged periodicity conditions have to be adjusted each 
time the impeller has rotated over the distance between two 
successive grid points. The method therefore only requires the 
storage of the information needed to define the flow on the 
stagnation pseudo-streamlines AB, CD, KL, and MN at each 
circumferential position during one rotation. This also includes 
the flow quantities in adjacent points, which are required to 
calculate the second and fourth order artificial dissipation terms. 

Definition of Time Step. For a time-accurate simulation of 
the unsteady phenomena occurring during one impeller rotation, 
the numerical time step must be related to the rotational speed 
and to the angular displacement of the impeller between two 
successive computations. This time step has to be the same for 
all the points composing the numerical domain, which means 
that local time stepping can no longer be used. 

Nomenclature 

F = force 
L = length of blade channel 

M = Mach number 
NM = number of the impeller blades 

NCIRC = number of angular positions of 
impeller 

P = static pressure 
R = radius 
S = surface 

Sr = acoustic Strouhal number 
V = absolute velocity 

W = relative velocity 
c = speed of sound 
/ = frequency of unsteadiness 
n = number of positions per blade pitch 
t = time 

Af = time step 
fi = reduced frequency 
a = absolute flow angle 
P = relative flow angle 
p = density 

UJ = nondimensional rotational impeller 
speed 

Subscripts 
m = meridional 
r = radial 
z = axial 
8 = circumferential 
0 = total conditions 
2 = impeller trailing edge 
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The time needed for one rotation is 2ir/u>, so that the nondi-
mensional time needed for the impeller to rotate from one posi­
tion to the next is: 

At' = 
2TT 

to X NCIRC 
(4) 

The numerical time step At is also limited by the stability 
condition. It has to be smaller than (or equal to) the smallest 
numerical time step evaluated by the CFL restriction. If At', 
as defined by Eq. (4), is bigger than A*, then J = INTEGER 
(At'/At) iterations have to be done at each impeller position 
before rotating the impeller to the next position. 

A small error is introduced by the assumption that the rotor 
outlet conditions are unchanged during J intermediate time 
steps. However, increasing the NCIRC to decrease At' will not 
help because it requires a finer grid and as a consequence At 
will decrease accordingly. 

The number of time steps required for one full rotation is J 
X NCIRC. The nondimensional numerical time step to be used 
for the computations is: 

At" 
At' 

J 

2TT 

J x w x NCIRC 
(5) 

Fourier analysis of the imposed pressure distortion and a para­
metric study of the impeller response, discussed in a later sec­
tion, indicate that time variations should be correctly modeled 
only up to the fifth harmonic of the rotational frequency. The 
time step required for a time accurate calculation of the fifth 
harmonic is much larger than the one defined by Eq. (5) so 
that it does not result in any additional condition. 

Acceleration Techniques. Convergence to a periodic solu­
tion can be accelerated by doubling the numerical domain. The 
phase-lagged boundary conditions are then applied to two blade 
passages defined by ABCDHGFE, Fig. 1. The solution on the 
line KL and MN will no longer depend on the results below 
that stagnation pseudo-streamline, obtained at previous rotation, 
but is now obtained from a calculation at the current rotation. As 
a consequence information related to the downstream pressure 
distortion spreads much faster over the calculation domain, 
which favors the convergence. 

Convergence to a periodic solution of the single pitch and 
double pitch calculations is compared in Fig. 2. This shows the 
variation of the density in a fixed point in the flow field after each 
rotation when the rotor has returned to the same position. These 
values are constant when convergence has been reached. The 
density at the leading edge (diamonds and circles) and at the 
upstream boundary (triangles and squares) is shown. One can see 
that the double pitch calculations converge already after 15 rota­
tions whereas the single pitch needs more than 40 rotations. 

Another method to accelerate the convergence to a periodic 
solution is the use of grid refinement. This technique, which is 

also used to speed up the convergence in steady-state computa­
tions, is even more effective here. Computing the flow first on 
a coarse grid allows larger time steps, which promotes the 
spread of the distortion over the flow field. Having reached a 
satisfactory convergence level on the coarse grid, the solution 
is interpolated on the fine grid and the computations are contin­
ued until final convergence is reached. The aim of implementing 
this technique is not really to build a multigrid time accurate 
solver, but to achieve a cheap and faster propagation of the 
phase-lagged periodicity conditions. 

Convergence obtained with this acceleration technique, is 
shown in Fig. 3. Six rotations are done using the coarse grid 
and the modified phase-lagged periodicity conditions. The solu­
tion is then interpolated on the fine grid, and six more rotations 
are computed. The time needed for the first six rotations on the 
coarse grid is negligible when compared to the fine grid one, 
and the convergence is reached more quickly than with the 
original method. The total CPU time needed using this method 
is essentially the time needed by the fine grid. It is reduced to 
about one third of its original value. 

Validation 

Except where specified differently, all calculations have been 
done on an impeller designed at the von Karman Institute (VKI 
impeller) with 20 blades at 40 deg backward lean angle. Compu­
tations are done using an H-gvid having 86 points in the axial 
direction; 60 of them between leading and trailing edge, 15 
points from hub to shroud, and 15 points from pressure to 
suction side. 

An experimentally defined circumferential static pressure dis­
tribution (Sideris, 1988) corresponding to higher than optimum 
mass flow is specified as outflow boundary condition. The initial 
solution used for the time-accurate computations is the steady-
state solution corresponding to a circumferentially uniform 
downstream static pressure. 

The nondimensionalized static pressure variation calculated 
at different locations, is presented in Fig. 4 versus the number 
of rotations. These results are obtained for the VKI impeller 
at a rotational speed of 22,000 rpm, with 3360 time steps per 
rotation and corresponding to an acoustic Strouhal number Sr 
= 0.25. The upper curve shows the saw-tooth pressure profile 
imposed at the outflow boundary. The other three curves show 
the calculated static pressure variation at a blade trailing edge, 
leading edge, and at a point on the inflow boundary (located 
one blade pitch upstream), respectively. It can be seen that 
the amplitude of the computed variations gradually increases 
from the first to the fourth rotation and that full convergence 
to periodic flow is obtained after about eight rotations. This 
is due to the time needed for a perturbation to propagate from 
the outlet to the inlet and is a consequence of the way the 
phase-lagged periodicity conditions are implemented. Infor-

o. 0.9B 

0.97 

0.96 

a — a Inlet, phase-lagged method applied to 1 pitch 
Q—OLead. edge, phase-lagged method applied to 1 pitch 
A — A Inlet, phase-lagged method applied to 2 pitches 

> Lead, edge, phase-lagged method applied to 2 pitches 

15 20 25 
No. OF ROTATIONS 

Fig. 2 Convergence history of the unsteady flow computations 
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Fig. 4 Convergence history of the time accurate computations, Sr 
= 0.25 

mation obtained at previous rotation is used when calculating 
the flow at the current one. Consequently, the results of the 
first rotation are partly influenced by the steady-state solution 
and it takes several rotations before the unsteady flow is fully 
established everywhere. The static pressure profiles at trailing 
and leading edge are distorted due to pressure wave reflections 
in the impeller. 

The absence of any flow perturbation due to the upstream 
boundary condition has been verified by comparing the results 
obtained with the two upstream extensions of the calculation 
domain. The inflow boundary of the short domain is located 
one pitch upstream of the blade leading edge, whereas the long 
domain extends three pitches upstream. A sinusoidal static pres­
sure profile with a 90 deg period is imposed on the downstream 
boundary of the backward leaned impeller. Variations of the 
nondimensional mass flow per blade channel are presented in 
Fig. 5. Results obtained with the short domain are indicated 
with smooth lines, whereas the results with the long domain 
are indicated by a crossed line. 

One can see that, at the trailing edge, the shape of the mass 
flow variation is sinusoidal corresponding to the imposed sinu­
soidal static pressure profile. At the leading edge, the profile is 
asymmetric. This is due to the fact that the propagation velocity 
is higher at the high-pressure part of the wave (where the tem­
perature and speed of sound are higher) than at the low-pressure 
part of the wave. As a consequence, the wave is distorted as it 
propagates through the blade channel with a more abrupt pres­
sure rise. This results in a more abrupt decrease in local mass 
flow, as observed on Fig. 5. 

A phase shift between the signal at the trailing edge, leading 
edge, and upstream position is also observed. This is due to the 
fact that a perturbation needs some time to travel through a 
blade channel of nonzero length, and because the leading edge 
of a given channel is not at the same circumferential position 
as the trailing edge. 

Comparing the results of the short upstream domain (smooth 
lines) with the ones obtained with the long upstream domain 
(crossed lines) shows almost no influence of the location of the 
upstream boundary on the solution. One can conclude from this 
that the nonreflecting boundary conditions correctly simulate 
an infinite upstream channel, and are not responsible for the 
reduction in mass flow variation between the leading edge and 
inlet boundary. As will be shown later, this reduction is due to 
a redistribution of the fluid over the neighboring channels be­
cause of the circumferential nonuniformity of the pressure at 
the impeller inlet. 

Mach Number Distributions. The method has first been 
used to study the flow distortion in the VKI impeller operating 
at 22,000 rpm. The pressure distortion imposed at the outlet is 
the experimental one shown by the upper curve in Fig. 4. This 
condition corresponds to a Strouhal number of Sr = 0.25. 

Figures 6 -8 show the Mach number distribution on the 
shroud, mean and hub streamsurface during one rotation. One 
observes large variations in Mach number at different circum­
ferential positions that are due to pressure waves traveling up­
stream and downstream. 

The flow is choked at the shroud streamsurface for circumfer­
ential positions 0 deg < 9 < 90 deg (Fig. 6). In this case the 
pressure waves, which propagate upstream, can only modify 
the extent of the supersonic flow by changing the position and 
strength of the shock. They cannot propagate up to the leading 
edge. At 9 = 135 deg the shock has disappeared, and the flow 
field is subsonic also at the shroud. At higher values of 9, the 
flow progressively reaccelerates and choking appears again at 
9 = 270 deg, but for a shorter time. Although the imposed 
pressure distortion has only one maximum per rotation, one 
observes two maxima per rotation in the Mach number distribu­
tion, are one at 45 deg, the other at 270 deg. It seems that the 
pressure waves, reflected at leading edge, travel twice upstream 
and downstream during one rotation. This is in agreement with 
the value of the acoustic Strouhal number Sr = 0.25 which is 
half the one corresponding to resonance, as will be shown in a 
later section. Similar phenomena, but less pronounced occur at 
mean and hub streamsurfaces (Figs. 7, 8) where the flow is 
fully subsonic at all positions. 

One also observes that the classical periodicity conditions 
(equal Mach number or pressure on suction and pressure side 
at the trailing edge) are no longer satisfied. This is due to the 
fact that one is plotting here the Mach number distributions on 
the pressure and suction sides of one channel and not on the 
same blade. It is made possible by the phase-lagged periodicity 
conditions. 

Inlet and Outlet Flow Distortion. The circumferential 
variation of the mass averaged from hub to shroud relative flow 
angle (/32)> absolute flow angle (a 2 ) , radial velocity (VR2), and 
absolute tangential velocity (V62) at R/R2 = 1.028, are shown 
in Fig. 9. In the same figure, stars (*) represent a quasi-steady 
solution obtained by imposing the local value of the distorted 
pressure as back pressure in a three-dimensional steady flow 
calculation. The circumferential distance of 33 deg corresponds 
to the blade channel in front of the volute tongue. 

Predictions based on the three-dimensional unsteady model 
show variations much larger than the ones predicted by the 
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Fig. 5 Nondimensional mass flow within a blade channel during one 
rotation for different axial positions for short and long upstream domain 
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Fig. 6 Relative blade Mach number versus the blade length at shroud 
streamsurface during one rotation 

quasi-steady computations. This indicates that, although the 
acoustic Strouhal number of this test case is relatively low, 
quasi-steady calculations cannot give reliable results. These re­
sults also make clear that the constant outlet relative flow angle 
assumption, generally used in one-dimensional models, is not 
correct. 

The f}2 distribution in Fig. 9(a) shows a significant variation 
close to the tongue, due to a sudden increase of the static pres­
sure at this position. A second peak occurs at 200 deg, where 
the imposed static pressure changes smoothly. This second dis­
tortion must therefore be attributed to the reflections of pressure 
waves in the impeller channels. The amplitude of the second 
pulse is smaller because of damping in the blade passage. 

The other flow parameters also show a bimodal variation per 
rotation with larger amplitude than the quasi-steady results. 

The circumferential variation of the mass-averaged /?, a and 
of the nondimensional Vz, Ve at leading edge is shown in Fig. 
10. The circumferential position is again defined by the trailing 
edge location as in Fig. 9. In this way one can directly compare 
the flow conditions at the leading edge and at the trailing edge 
of a blade channel. 

Although the shroud section is choked, one observes a slight 
increase in axial velocity for 0 deg < 6 < 120 deg. This increase 
of mass flow is possible because it occurs simultaneously with 
a decrease in relative flow angle (Fig. 10(a)), resulting from 
an increased prerotation of an incoming flow (Fig. lO(a')). One 
should also keep in mind that the values shown are averaged 
over the blade height from hub to shroud. The axial velocity 

can still increase at the hub even when the shroud section is 
choked. 

The sudden decrease of axial velocity at 0 = 120 deg occurs 
when the impeller unchokes due to the upstream propagating 
static pressure waves. It is followed by a gradual increase of 
axial velocity up to the position where choking occurs again at 
6 = 270 deg. Large variations in the absolute and relative flow 
angle and absolute tangential velocity can be observed. The 
alternation in sign of the absolute tangential velocity corre­
sponds to two counterrotating vortices upstream of the impeller 
where the total circulation has not yet changed. These findings 
are in agreement with the conclusions of Pfau (1967). 

There is a 90 deg phase shift between the point where the 
downstream static pressure has a sudden increase and the point 
where the axial velocity at leading edge drops abruptly. This 
shift corresponds to the time needed by the pressure wave to 
travel from the outlet to the leading edge. One can conclude 
from this that there is no direct interaction between the high 
downstream static pressure and the high relative flow angle and 
incidence at 9 = 33 deg. 

Parametric Study 
A parametric study has been made to find out how the impel­

ler distortion changes with the acoustic Strouhal number. A 
sinusoidal static pressure profile with the same amplitude as the 
saw-tooth one has been specified at the downstream boundary 
for this purpose. The acoustic Strouhal number is changed by 
varying the number of sinusoidal waves around the impeller 
periphery. 
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Fig. 10 Circumferential distribution of mass-averaged B, a, Vz, V„ at 
leading edge, Sr = 0.25 ( tongue position) 

This study has been made for two different flow conditions. 
For each of them, a constant time step over the numerical do­
main given by Eq. (5) was used. The first one has fully subsonic 
flow inside the impeller rotating at 10,000 rpm. One wave per 
circumference perturbation corresponds to Sr = 0.1. The varia­
tion of A/32 at radius R/R2 = 1.028 is shown in Fig. 11. A 
gradual increase in A/32 with Sr occurs up to the acoustic Strou-
hal number Sr = 0.5. This maximum is due to resonance of 
the pressure waves in the blade-to-blade channel and can be 
explained as follows. A compression wave at the downstream 
boundary propagates upstream where it is reflected at the lead­
ing edge and turns back as an expansion wave. It will reflect 
on the outlet as a compression wave of larger amplitude if this 
occurs in a time equal to the period of the perturbation. This is 
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Fig. 11 Variation of amplitude AB2, AVR2 in function of the acoustic 
Strouhal number (Sr) for subsonic flow in the impeller 
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repeated at each period, and the amplitude of the perturbation 
increases until it is limited by the artificial dissipation term 
added in the equations. At higher or lower Strouhal numbers, 
the expansion waves returning to the outlet counteract the waves 
generated by the static pressure perturbation and the amplitude 
decreases. Similar observations are made for the variation of 
AV«2. 

A different distribution is observed at 22,000 rpm where the 
flow in the impeller is transonic, Fig. 12. The acoustic Strouhal 
number for one wave per circumferential perturbation is 0.25. 
The distribution of A/32 at the same radial position is completely 
different. One now observes two peaks in the A/52 and in the 
AV«2 distributions. They correspond to Sr = 0.5 and 1.0, respec­
tively. Choked flow is observed for only these two Strouhal 
numbers. 

The compression waves generated at the downstream bound­
ary cannot travel along the whole blade channel because they 
cannot propagate upstream of the supersonic pocket. They are 
attenuated by a displacement of the shock, which results in 
much lower amplitudes for the A/32 and AVR2 variations. It is 
not clear why there is a second peak at Sr = 1.0 but it could 
be the result of a reduction of the effective length of the channel 
by the shock. 

Computation of Forces 
The circumferential variation of blade loading results in a 

different blade force at each circumferential position and as a 
consequence in a nonzero force on the shaft. 

Two methods have been used to compute the forces and 
torques resulting from the outlet circumferential static pressure 
distortion. A Cartesian coordinate system is used to define the 
forces and torques acting on each individual blade and on the 
impeller shaft. The y axis is from the shaft center toward the 
volute tongue, and the x axis perpendicular to it. 

The first method integrates the pressure over the impeller 
surface. 

-SL Pij^dSijjt (6) 

The total force acting on the impeller is obtained by adding the 
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Fig. 12 Variation of amplitude A/3a, AVm in function of the acoustic 
Strouhal number (Sr) for transonic flow in the impeller 

forces on all blades and the hub surface. In the case of a 
shrouded impeller the pressure on the inner and outer side of 
the shroud should also be integrated. The latter is not predicted 
by the Euler solver but can be obtained by a suitable model, 
e.g., the one proposed by Childs (1992). 

The second method applies the momentum and pressure bal­
ance on a control volume which contains the space between the 
impeller inlet and outlet. The total force F is given by: 

+ F a + FP = F (7) 

where FP is the static pressure forces at inlet and outlet, and 
FAMR, FAMS are the forces due to the change of radial and 
tangential momentum. Written in summation form, the previous 
equation is: 

( I I pVSVR)oa - ( I I pVS%)m 
k j k j 

+ ( I I pVSVe)OM - ( I I pVSVe)in 
k j k j 

+ ( I I PSUt - ( I I P$)fa = F (8) 
k j k j 

The indices j , k run from suction to pressure side, and from 
hub to shroud, respectively. 

This method computes the total force acting on the impeller, 
and not on a single blade because the momentum balance gives 
the forces acting on the whole channel and not on each surface. 

The flow velocity and static pressure at each circumferential 
position are obtained from the computation of the unsteady flow 
field at a given impeller position. 

Both methods predict different forces when applied to the 
same geometry using the results obtained with a coarse grid 
(43 X 11 X 11 points). Repeating both calculations on a finer 
grid (86 X 15 X 15) shows almost identical results, which are 
close to the ones obtained from the pressure integration method 
on a coarse grid. One can conclude from this that the momentum 
balance method is more sensitive to the grid density than the 
pressure integration method. 

Although the momentum balance method does not allow the 
calculation of forces on individual blades, it allows the evalua­
tion of the individual contributions to the radial force. This is 
important in the context of an experimental definition of the 
radial forces in function of the flow quantities at the impeller 
inlet and outlet. It can answer the question of whether it is 
sufficient to integrate the static pressure distortion over the im­
peller outlet circumference or should one also account for the 
variation in radial and tangential velocity. 

In order to evaluate the dependence of the forces on the 
impeller geometry, calculations have been done on both the 
VKI impeller, described previously, and the Eckardt " O " type 
impeller with 20 radial ending blades. The latter rotates at 
14,000 rpm and calculations are made with the same number 
of grid points as for the VKI impeller. The contributions to the 
total force, divided by the impeller outlet section, are shown in 
Fig. 13. The direction of the total force is typical for higher 
than optimal mass flow operations, and is confirmed by many 
experimental observations (i.e., Iversen et al., 1960; Meier-
Grotian, 1972). 

Results of the backward-leaned impeller are shown by full 
lines and show that the largest contribution is from the circum-
ferentially nonuniform outlet static pressure distribution. The 
force component due to nonuniform outlet radial momentum is 
in the opposite direction and is much smaller. The contribution 
of the inlet tangential momentum, which is also small, is due 
to the nonzero absolute tangential velocity at leading edge, and 
is nearly perpendicular to the other ones. The remaining contri­
butions are less significant. 

The dashed lines give the force components for the Eckardt 
" O " impeller with radial ending blades. Pressure force is al-
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most totally compensated by the force due to radial momentum 
at the outlet, so that the total force is much smaller than for the 
VKI impeller. The contribution of the nonuniform tangential 
momentum at the outlet is also nonnegligible. 

The different contributions to the radial forces by the radial 
momentum in a radial ending and backward leaned impeller 
can be explained as follows. The increase or decrease of the 
relative velocity is due to the disequilibrium between the pres­
sure rise by the impeller and the imposed outlet pressure. In 
case of a backward-leaned impeller, any increase in relative 
velocity immediately involves a decrease of tangential velocity 
and as a consequence a decrease in pressure rise. As a result 
the disequilibrium is smaller and the velocity changes are 
smaller. This kind of corrective action results in a smaller 
change in radial velocity. The change in radial momentum that 
is proportional to V 2

R and the resulting radial force is smaller. 

The pressure rise in radial ending impellers is nearly indepen­
dent of the radial velocity because it does not involve a change 
in Vg, so that the radial velocity and radial momentum change 
is larger. 

The different contributions of the tangential momentum at 
the impeller outlet can also be explained by means of Fig. 
14. The increase in radial velocity, due to the circumferential 
decrease in static pressure, results in a decrease of the tangential 
velocity for backward-leaned blades, as indicated on Fig. 
14(a). As a consequence, the product p • Vm2• S• V02 is almost 
constant along the periphery. The contribution of the tangential 
momentum to the radial force is thus negligible. 

In case of radial ending blades, an increase in mass flow does 
not alter the tangential component of the absolute velocity Vg2 

(dotted line velocity triangle in Fig. 14(b)). The product 
P • Vm2•S-VD2 is not constant along the periphery because only 
V„l2 has changed. The outlet tangential momentum is therefore 
not uniform circumferentially, resulting in a significant compo­
nent to the radial force. 

o Radial forces due to outlet static pressure 
D Radial forces due to outlet radial momentum 
A Radial forces due to outlet tangential momentum 
+ Radial forces due to inlet static pressure 
x Radial forces due to inlet radial momentum 
t Radial forces due to inlet tangential momentum 

Fig. 13 Components of radial force in impeller with backward leaned 
(continuous lines), and radial ending blades (dashed lines) 

(a) (b) 
Fig. 14 Difference in tangential momentum distribution between impel­
ler with (a) backward leaned blades, and (fa) radial ending blades 

Conclusions 

The three-dimensional unsteady Euler calculations give valu­
able information about unsteady flows in impellers at affordable 
computer time and cost, especially when the appropriate accel­
eration techniques are implemented. 

It has been shown that the nonreflecting upstream boundary 
conditions correctly simulate transparent walls to the incident 
pressure waves, and that their location does not affect the 
solution. 

Calculations of the blade Mach number distribution in the 
impeller show that the flow unsteadiness is governed by pressure 
wave propagation in the blade to blade channels. 

The variation of the impeller outlet flow is much larger than 
that obtained from quasi-steady calculations. The latter are ap­
plicable only in cases of very low Strouhal numbers. 

The assumption of constant outlet relative flow angle used in 
many existing one-dimensional models is incorrect at Strouhal 
numbers greater that 0.1. 

The flow perturbation extends upstream of the impeller. Two 
counterrotating vortices divide the inlet into a region of large 
and a region of lower average incidence. 

Forces on the impeller shaft resulting from the downstream 
static pressure distortion are strongly dependent on the impeller 
geometry. They are much smaller for radial ending blades than 
for impellers with backward-leaned blades. 

Integration of the static pressure at the impeller outlet section 
does give a good approximation of the total radial force on the 
impeller for backward-leaned blades. It is completely wrong for 
radial ending blades where the variation in radial momentum 
compensates the pressure forces. 

Future development could be the coupling of the unsteady 
impeller flow calculation with a volute flow calculation, such 
as the one by Ayder (1993), to obtain a full-stage prediction 
program. 
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Design and Flow Field 
Calculations for Transonic and 
Supersonic Radial Inflow Turbine 
Guide Vanes 
The design of radial inflow turbine guide vanes depends very much on the discharge 
conditions desired, especially if the choking mass flow is reached. Because of the 
choking mass flow condition and supersonic discharge Mach numbers, an inverse 
design procedure based on the method of characteristics is presented. Various designs 
corresponding to different discharge Mach numbers are shown. Viscous and inviscid 
flow field calculations for varying discharge conditions show the properties of the 
guide vanes at design and off-design conditions. In a previous paper (Reichert and 
Simon, 1994), an optimized design for transonic discharge conditions has been 
published. In the present paper, additional results concerning the optimum design 
are presented. For this optimum design an advantageous adjusting mechanism for a 
variable geometry guide vane has been developed. The effect of guide vane adjustment 

. on the discharge conditions has been investigated using viscous flow field calculations. 

Introduction 

To provide more understanding of the flow through radial 
inflow turbines and give improved recommendations for design 
parameters, an investigation was instigated at the University of 
Duisburg. During the first stage of the project, a code was 
written to simulate the turbine flow field realistically. In the next 
stage, the flow through the guide vanes has been investigated by 
numerical simulations. Generally applicable parameters have 
been developed and their influence has been investigated. The 
study was started by neglecting the flow viscosity and the heat 
conduction. Promising results have been presented last year 
(Reichert and Simon, 1994). 

The results presented are limited to operating conditions char­
acterized by a mass flow less than the choking mass flow. If 
a higher specific work is projected, operating conditions with 
choking mass flow are needed. For these operating conditions, 
the guide vanes have to be shaped very carefully to prevent 
additional losses due to shocks and to gain uniform rotor inlet 
conditions. To attain these aims, an inverse design method based 
on the theory of characteristics has been developed. Guide 
vanes, which are designed using this method, are presented in 
this paper. 

As regards operating conditions for guide vanes with a mass 
flow below the critical one, the investigations have been ex­
tended to the influence of the flow viscosity and the heat conduc­
tion. As a result, the influence of some design parameters 
on the loss coefficient has been evaluated. Furthermore, the in­
vestigations are extended to three-dimensional flow field 
calculations. 

Numerical Schemes 

Governing Equations. The flow of a perfect gas in an 
arbitrary domain may be described by conservation equations 
for the physical quantities specific momentum p\, specific mass 
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International Gas Turbine and Aeroengine Congress and Exhibition, Houston, 
Texas, June 5-8, 1995. Manuscript received by the International Gas Turbine 
Institute February 11, 1995. Paper No. 95-GT-97. Associate Technical Editor: 
C. J. Russo. 

p, and specific total internal energy u„ all quantities related to 
volume. For simplicity, these conservative variables are com­
bined in a vector u. One can find the conservation law for this 
vector in a fixed domain V with the surface S to be 

dt 
f udV + <£ F'ds = <£ ¥vds. (1) 

In these equations, the flux tensors F ' and F1 ' are introduced, 
describing the convective (F7) and diffusive (Fv) transport of 
the conservative variables. The flux tensors connect the three-
dimensional physical space with the five-dimensional vector 
space of the vector u, which contains the physical one as a 
subspace. For inviscid flow, the components of the tensor F v 

are equal to zero and Eq. (1) becomes the Euler equation. The 
flux tensor of the inviscid flow F ' depends on the vector u 
only, because the tensor Fv mainly depends on grad u. These 
dependencies are described by the equations 
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In these equations, v denotes the velocity vector, p the static 
pressure, T the static temperature, K the specific heat capacity 
ratio, 77 the viscosity, X. the molecular heat conductivity, and E 
is the unit tensor. The operator O declares the dyadic product, 
while the scalar product is not declared especially. 

In calculations with negligible gradients of the flow quantities 
in one direction, a calculation in only two dimensions is possi­
ble. Equation (1) changes slightly in these cases, as the dimen-
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sions of the two vector spaces are reduced by one. The control 
volume V becomes a control area A and the control volume 
surface S becomes a closed loop L. If the geometry of the flow 
channel does not possess a constant width w in the neglected 
third direction, additional terms have to be added to consider 
the change of the cross sections. The resulting quasi three-
dimensional form of Eq. (1) looks like 

dt 
I wudA + (b wF'dl 

= d> w¥vdl + f FD grad wdA, (7) 

with: 

F 0 

T3 = V 

"E" 
= <J>- rl) 0 

- 0 -
' 

— v grad w 
w 

2 
3 div v 

(8) 

(9) 

Method of Characteristics 

Basic Method. The basic method of characteristics is well 
known and described in detail by Shapiro (1953). The method 
is based on the Euler equation derived for a plane flow field 
with constant total temperature and pressure and written as a 
differential equation in two dimensions for a potential <E>, which 
is defined by the equation grad <fr = v. Adding two differential 
equations for the total derivatives of the potential $, one gets 
a system of differential equations. Four differential equations, 
two for the change of flow quantities along characteristics and 
two for the slope of the characteristics itself, can be derived 
under the condition of a shock-free supersonic flow from that 
system of equations. 

Discretizing these equations, an iterative solution method for 
supersonic isentropic flows can be found. The basic iteration of 
that method starts from two points of known state. Assuming 
locally straight running characteristics, a third point connected 
to both other points by one characteristic can be calculated from 
the discretized set of differential equations; see Fig. 1. 

Inverse Algorithm. In Fig. 1, the iterative approach of the 
inverse algorithm is depicted in contrast to the basic method. 
The flow of information along one of the two types (left-/right-

Flow direction 

Inverse method 

Boundary 
conditions 

Flow direction 

Inverse method 

Flow direction 

Inverse method 

Boundary 
conditions 

Flow direction 

Inverse method Basic method 

Flow direction 

Inverse method 

Fig. 1 Iterative approach in the basic and inverse method of 
characteristics 

running) of characteristics, is inverted. Starting from a given 
state (e.g., the outflow conditions) the states of that one charac­
teristic are calculated against the flow direction. In contrast to 
the basic method, no boundary conditions are applied to this 
algorithm. The unknown profile contour is calculated via a mass 
flow integration. 

Navier-Stokes Scheme 

Discretization Method. Dividing the surface S of the control 
volume V into a finite number of planes, given by their normal 
vectors s', and using proper averages for the flux tensor F in 
the planes and for the unknown vector u in the domain, Eq. 
(1) becomes 

<9u 

~dt 
— = - 1 £ Fs' , F = F ' - F v 

(10) 

To implement Eq. (10) into a numerical scheme, an assumption 
has to be made: Since there is only one set of equations to 
determine the averages of the unknown values (at the domain 
center), the mean value of the flux tensor at the surface has 
to be assumed by an interpolation procedure. To indicate the 
assumption which is made, the flux tensor determined at the 
domain surface shall be called numerical flux tensor F" . 

Introducing a unit vector g' with the same direction as the 
plane normal-vector s', one can define the product with the flux 
tensor 

tiN = YNg', (11) 

which is called flux vector or numerical flux function. Using 
the norm s' of the plane vector s', Eq. (10) becomes: 

Nomenclature 

a — physical quantity in general, local 
velocity of sound 

A = area 
K ± = flux Jacobians with eigenvalues of 

positive/negative sign 
b = cross-sectional width 
c = velocity component 
E = unit tensor 
F = flux tensor 
f = flux vector 
g = base vector 
L = closed integration path 
1 = line normal vector 

p = static pressure 
q = heat flux vector 
r = radius 
R = gas constant 
S = surface 

, s = surface normal vector, its norm 
t = time 

T = temperature 
T, r = stress tensor, its component 

u, = specific total energy related to 
volume 

u, u = state vector, component 
v = velocity vector 

V = volume 
w = control volume width orthogonal 

to computational plane 
a = flow angle 
y = blade angle 
t, = loss coefficient = 1 - ptlpt.m 

K = ratio of specific heat capacities 
\ = molecular heat conductivity 

\c = eigenvalue of flux Jacobian 
p = density 
$ = potential 

Superscripts 
i = contravariant component 
/ = inviscid 

k = iteration index 
N = numerical 
V = viscous 
a = contravariant characteristic 

component 
± = states interpolated from right/ left 

direction 
* = intermediate state 

Subscripts 
0 = guide vane inlet 
1 = rotor inlet 
g = state at the throat 

LIR = states from left/right control 
volume 

u = circumferential component, 
derivative with respect to u 

a = covariant characteristic 
component 
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Finite volume face 
u(x) uz , - ^^ ^ ^ - u 

Left set of gridpoints 

Ufl 

Right set of gridpoints 

Fig. 2 Definition of states used in the flux calculation 

du 
— = - - I f " 
&t v r 

(12) 

This is a general finite volume formulation of the Navier-
Stokes Eq. (1) . The accuracy of Eq. (12) depends on the evalu­
ation method for the flux vector. The authors have developed 
a new method, picking up elements from Roe's (1981) and 
Osher and Solomon's (1982) scheme, which shall be described 
briefly. 

The numerical flux vector is calculated according to the State 
Difference Splitting technique, using an intermediate state u*: 

tiN = F ' (u*)g ' - F V - (13) 

This technique is used by Osher and Solomon (1982) and dif­
fers from the flux difference splitting technique, which is used in 
Roe's scheme, where an intermediate flux vector is calculated. 

The intermediate state u* is calculated from the two states 
u + and u~, which are interpolated from two different sets of 
gridpoints (Fig. 2). The interpolation is done using the van 
Albada et al. (1982) limiter or a polynomial fitting. It is carried 
out in characteristic variables u&, which are those components 
of the vector u, to which known propagation speeds kc(&) can 
be related. They are generated by a proper choice of base vec­
tors ga and g". These base vectors and the propagation speeds 
~Kc(a) are evaluated using the density-weighted average pro­
posed by Roe (1981). 

Since the linear transformation to characteristic variables is 
only applicable to differences, the left cell values (L) are chosen 
as a reference state at each cell face. Using the abbreviation s 

\c(a)/AXc(&), the complete algorithm becomes: 

u* = U i + I Au&g&; 
a 

(u~ - uL)ga + min (1, max (0, s)) 

X (u + - u" )g a for A \ c ( a ) > 0 

(u" - uL)ga else for \c(&) > 0 

(u + - uL)g4 else for \c(&) =s 0 

dK(&) 

AM* = < 

A\c(&) 
du& 

[u+ - u ]& 

(14) 

(15) 

(16) 

This is a highly accurate difference splitting method, pre­
venting unphysical solutions as known from Roe's scheme 
(Harten and Hyman, 1983) but using its simple algebra for the 
difference split. 

The components of the stress tensor T, which are needed to 
calculate the components of the flux vector F v g ' , are discretized 
using central differences. The influence of turbulence is mod­
eled by the use of the well-known algebraic turbulence model 
proposed by Baldwin and Lomax (1978). 

Iterative Method. In the investigation, only steady-state so­
lutions are considered. For high convergence rates, an implicit 
Newton-Raphson-like iterative method is used (Rai and Chak-
ravarthy, 1986). According to this method, Eq. (12) is rewrit­
ten: 

^ - Au*+1 + - X [(A +Au t+1)z. + ( A - A U * + 1 ) K ] S ; 

1 
X( f / / v )V . (17) 

The split flux Jacobians A± = grad„ F± are evaluated using 
"first-order" Roe flux difference splitting. The indices L and 
R denote values from the left (L) and right (R) cells sharing 
the surface s'. The different treatment of the discrete operators 
on the left and right sides of Eq. (17) allows the use of a very 
accurate solution method combined with a low effort implicit 
operator. On the other hand, the method results in a mild re­
straint on the time step size, which is locally calculated using 
a constant Courant number. 

At the boundaries, either the prescription of a physical quan­
tity or the extrapolation of this quantity from the interior to the 
boundary is needed. The physical quantity can be chosen from 
a large variety of quantities, including characteristic compo­
nents for nonreftecting boundary conditions. All boundary con­
ditions have the form 

a (u) (18) 

with a being the physical quantity or its extrapolation function. 
To keep the convergence rate high, this equation is implemented 
to the iterative method in a Newton-Raphson formulation. 

(grad„a)*Au* (19) 

Guide Vane Design 

General Design Principles. The guide vanes of radial tur­
bines build a flow channel, which may be divided into two 
sections, upstream and downstream of the throat. In the channel 
section, upstream of the throat the main acceleration and turning 
of the flow take place. To reduce the turbine size and the manu­
facturing costs, this section of the flow channel should be de­
signed to be as short as possible. To prevent the appearance 
of pronounced velocity maxima, resulting in adverse pressure 
gradients at the suction side downstream of the throat, care has 
to be taken. These velocity maxima may introduce supersonic 
regions into the flow field, terminated by shocks, because the 
adverse pressure gradient has a negative influence on the bound­
ary layer at the suction side. 

To prevent such velocity maxima at the suction side, the 
surface curvature should be controlled by the surface velocity 
outside the boundary layer. The curvature should be low at 
places of high velocity and vice versa. The flow acceleration 
in the channel formed by the guide vanes results, in combination 
with this design principle, in a continuous reduction of the 
suction side curvature starting from the leading edge radius. A 
construction method for such a suction side geometry is shown 
in Fig. 3. 

Having chosen a shape for the section of the suction side 
upstream of the throat, the flow channel is formed by the design 
of the pressure side. As shown in Fig. 4, there are different 
design principles concerning the shape of the channel at the 
throat. At that section, the contours of suction and pressure side 
may be parallel or converging, curved or almost straight. By 
choosing a combination of these items, one can control the 
velocity gradient in the throat and the location of the velocity 
maximum at the suction side. 

A curvature of pressure and suction side at the throat produces 
a velocity gradient in this section. This velocity gradient de-
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2, Fig. 5 Design of guide vanes operating with supercritical pressure ratio 

creases the pressure at the suction side and increases the pres­
sure at the pressure side near the trailing edge. A higher pressure 
at the trailing edge decreases the losses generated in the wake 
flow. On the other hand, the pressure drop at the suction side 
together with the pressure rise at the trailing edge produces an 
increase of the boundary layer thickness at the suction side. 
This effect is superimposed on the effect that has already been 
described and may result in an overall rise of the wake losses. 
Furthermore, a supersonic region with additional losses due to 
shocks may occur at the suction side. To avoid this supersonic 
region, guide vanes operating near the critical pressure ratio 
should be designed to be almost straight at the throat. 

Increasing the convergence of the contours of the pressure 
and suction sides, one can shift the velocity maximum at the 
suction side downstream. In this way the maximum velocity is 
increased. These aspects will be discussed by using an example 
in a following section. 

The shape of the suction side downstream the throat depends 
to a great extend on the operating conditions of the guide vanes. 
Operating conditions characterized by a choking mass flow, 
supercritical pressure ratio, and supersonic outflow result in a 
converging-diverging channel shape with a severe curvature 
of the suction side downstream of the throat. On the other hand, 
this section of the suction side should be only slightly curved 
if the pressure ratio of the guide vanes remains subcritical. 

Supercritical Pressure Ratio 

Design Principles. The proposed design for guide vanes 
operating at supercritical pressure ratio is depicted in Fig. 5. 
The contours of the suction and pressure sides at the throat run 
nearly parallel and uncurved to obtain a straight sonic line. 
Downstream of the throat the suction side continues with a kink 
of a certain degree to create an expansion fan accelerating the 
flow. The downstream section of the suction side is designed 
with a smooth turn, ending up with the outflow angle. The 

parallel walls converging walls 

Fig. 4 Different flow channel designs at the throat 
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pressure side is designed uncurved downstream of the throat. 
It is terminated at that position, where the projected outflow 
Mach number is reached. The trailing edge is shaped at one 
side only to prevent expansion waves and shocks from running 
straight towards the rotor. As shown in Fig. 5, only the weak­
ened reflections of the trailing edge waves leave the guide vanes 
toward the rotor. 

Numerical Results. To summarize, guide vanes with differ­
ent design exit Mach numbers and a design exit angle of 14 
deg have been shaped using the inverse method of characteris­
tics. To ensure the high accuracy of the inverse method, the 
kink in the suction side is replaced by a circular arc of a small 
radius. Due to the known and unknown sections of the flow 
field boundaries and the shape of the characteristics, there exist 
two different regions, influenced by different boundaries (Fig. 
6). The flow field in the region influenced by the known bound­
aries may be predicted by the usual method of characteristics, 
starting from the throat. The flow field in the other region, which 
is influenced by the guide vane exit, needs to be calculated by 
the inverse method. 

In Fig. 7, the net of characteristics calculated for an exit 
Mach number of 2.0 is shown. The superimposed contour of 
the suction side is calculated by mass flow integration. The 
contours that correspond to different design exit Mach numbers 
are given in Fig. 8. 

The contour, which is calculated for an exit Mach number 
of 2.0, is completed with the subsonic sections of suction and 
pressure sides and for which an inviscid flow field calculation 
has been carried out. The results depicted in Fig. 9 show the 

Inverse Method Basic Method 

Fig. 6 Regions of application for the different methods of characteristics 

Fig. 7 Calculated net of characteristics (reduced) and superimposed 
guide vane contour 
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Fig. 8 Comparison of guide vane contours designed for different exit 
Mach numbers 

success of the inverse design method: The flow field has almost 
constant states along lines of constant radius. 

To investigate the influence of the viscosity, a Navier-Stokes 
calculation with a turbulence model according to Baldwin and 
Lomax (1978) has been carried out. The results of this calcula­
tion (Fig. 10) give an impression of the moderate disturbance 
of the flow field, which is caused by the viscosity. 

The guide vane profiles presented so far have been designed 
with a zero trailing edge thickness, because the shocks resulting 
from a nonzero trailing edge cannot be considered within the 
proposed inverse method of characteristics. To get a realistic 
profile design, the trailing edge thickness has to be added to 
the calculated contour. The contour is changed downstream 
from the point where the disturbances caused by the trailing 
edge strike the suction side. Starting from that point, the contour 
has been continuously completed with two circular arcs, ending 
up with a trailing edge thickness of 5 percent of the throat. 
For the contour with thick trailing edge, the results of inviscid 
calculations at design conditions and of viscous calculations at 
design and off-design conditions are shown in Fig. 11. Due to 
the thick trailing edge, disturbances are generated in contrast 
to the disturbance-free flow field, which is shown in Fig. 9. 

These disturbances are increased by the influence of the bound­
ary layers. Strong disturbances become visible at off-design 
conditions. 

Generally, the proposed method succeeded in minimizing 
flow-field nonuniformities at the rotor inlet. However, small 
disturbances due to the boundary layers and trailing edge thick­
ness seem to be unavoidable. 

Subcritical Pressure Ratio 

Design Principles. For a high efficiency, the flow should 
remain everywhere subsonic in guide vanes designed for a sub-
critical pressure ratio. As the operating point for radial turbine 
guide vanes is located near the choking mass flow, supersonic 
regions in the flow channel can only be avoided by having 
almost straight contours of suction and pressure side. Therefore 
the construction of the suction side upstream of the throat is 
similar to the one described in the previous section. Downstream 
of the throat, the suction side is continuously completed by a 
circular arc, ending at the trailing edge. As shown in Fig. 12, 
the guide vane design is completed by the prescription of the 
trailing edge wedge angle yH and the convergence angle yc of 
the throat walls. 

Parameter Variation. By varying the convergence angle of 
the throat walls, different variations in the resulting flow fields 
can be observed. Maintaining the parameters given in Table 1 
unchanged, the suction side unguided turning angle variation is 
almost identical to the variation of the convergence angle. The 
variation of this angle results in different surface pressure distri­
butions and therefore in different exit flow angles. Prescribing 
the exit pressure, the flow angle variation influences the mass 

Fig. 9 Mach number distribution from inviscid calculation for the profile generated with the inverse method 
of characteristics 

Fig. 10 Mach number distribution from viscous calculation for the profile generated with the inverse method 
of characteristics 
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Fig. 11 Mach number distribution from various calculations for the profile with thick trailing edge: (a) inviscid 
calculation; (b) viscous calculation, design conditions, pe»»/Pm = 0.128; (c) viscous calculation, off-design 
conditions, p6M/pti„ = 0.2 

flow through the guide vanes. The mass flow influenced by the Throughout our investigations, two mechanisms with contrary 
convergence angle determines the mean velocity in the throat, influence on the loss generated by the wake flow have been ob-
which influences the flow field losses. served. One part of the wake flow losses is generated in the profile 

boundary layers. This part of the losses is determined by the 
surface pressure distribution along the surfaces. In particular a 
reduced unguided turning increases the boundary layer losses be­
cause of an increased pressure rise at the suction side. This pressure 
rise results in an enlarged pressure at the trailing edge. This pres­
sure corresponds with the flow-field velocity at the trailing edge 
and influences the other loss generation mechanism. 

Table 1 Design parameters for subcritical pressure ratio maintaining 
unchanged in this study 

bg = 0 .0775n rH = 0.056s 7 H = 10° 

rM - l . l n rN - bg/2 -yr = 18° 
Fig. 12 Design parameters for subcritical pressure ratio 
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3° 
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5° 
1.5ri n 

8° 
1.5ri r i 

M 

C 
Cu/at 

0.091 0.958 
0.0 0.0209 
0.0 0.855 

0.089 0.960 
0.0 0.0196 
0.0 0.856 

0.088 0.961 
0.0 0.0188 
0.0 0.858 

0.086 0.961 
0.0 0.0175 
0.0 0.859 

>?P°1 96.5% 96.7% 96.9% 97.1% 0 
Fig. 13 Several results for guide vanes with different angle yc: (a) boundary conditions; (b) guide vane profiles; (c) surface pressure 
distributions; (d) Mach number; and (e) loss coefficient distributions at rotor inlet location; (f) mean values at locations of constant 
radius. Legend: yc = Odeg: , 3deg : , 5deg : , 8deg: •. 

For the low velocities in the wake flow at the trailing edge, 
the static pressure at the trailing edge is almost identical to 
the total pressure there. The total pressure of the wake flow 
corresponds with the losses transported within that flow. Be­
cause the wake mass flow is influenced by the trailing edge 
thickness, the second loss generation mechanism is deter­
mined by the trailing edge pressure and thickness. The trail­
ing edge pressure is enlarged if the unguided turning angle 
is reduced. Therefore, the losses generated by the second loss 
generation mechanism are reduced if the unguided turning 
angle is reduced. 

Besides the influence of the unguided turning angle on the 
wake flow losses, there exists an influence on the flow field 
uniformity downstream of the guide vanes. To avoid additional 
rotor stresses, a uniform flow field is desired at the rotor inlet 
location. 

The results of flow field calculations for four guide vanes 
with different convergence angle yc are given in Figs. 13 and 
14. These results show the dependencies discussed above. It 
becomes clear that one has to decide between a flow field high 
uniformity or high efficiency for a flow field at the rotor inlet 
location. For the relatively small deviations in the efficiency 
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Fig. 14 Calculated Mach isolines for guide vanes with different angles yc 

values, the optimum value for the convergence angle yc was 
chosen to be yc = 3 deg. For a guide vane profile with that 
convergence angle, a flow field calculation in three dimensions 
was made. 

Calculations in Three Dimensions. The guide vane height 
in the third dimension is set to 0.1 X rt. Twenty planes of 
38 X 101 gridpoints were staggered into the third dimension 

to build the computational grid. For reasons of symmetry 
only half the channel was calculated. The results of this 
calculation are given in Fig. 15. Because of the negligible 
curvature of the flow channel near the throat, a positive 
effect of the proposed design principles on loss generation 
due to the secondary flow is observed. The magnitude of 
the pressure difference between suction and pressure side 
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Fig. 15 Several results from the flow field computation of the optimum guide vane: (a) Mach number distributions in planes of maximum 
secondary flow; (b) velocity vectors; (c) loss coefficient at the rotor inlet location 

perpendicular to the streamlines is low, resulting in small 
secondary flow pattern. The uncurved pressure side prevents 
the secondary flow pattern from spreading over the whole 
cross section between suction and pressure side. 

However, as shown in Table 2, the side wall boundary 
layers have a large influence on the overall loss generation. 
Although only a small secondary flow pattern has been ob­
served in the three-dimensional results, the loss coefficient 
is more than doubled when three-dimensional calculations 
are used. 

Table 2 Computational results of mean values at locations of constant 
radius for calculations in two and three dimensions 

r 

2D 

1.5ri r\ 

3D 

1.5ri r\ 

Change relativ 
to 2D 

1.5ri n 

M 

C 
Cu/at 

0.089 0.960 
0.0 0.0196 
0.0 0.856 

0.090 0.956 
0.0 0.0435 
0.0 0.851 

+0.6% -0.4% 
— +122% 
— -0.6% 

»?pol 96.7% 92.9% -3.9% 
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Table 3 Computational results of mean values at locations of constant 
radius for differently adjusted guide vanes; the mass flow corresponds 
to the adjusted throat width 

Fig. 16 Guide vane adjustment mechanism 

Guide Vane Adjustment. Adjustable guide vanes allow the 
turbine to operate with independently chosen mass flows and 
pressure ratios. The question is, how the adjustment mechanism 
has to be designed to enable the equipment to function under 
certain operation conditions with minimum flow field losses. 
As discussed previously, the flow field losses depend to a con­
siderable extend on the mean velocity apparent in the throat. 
Applying one-dimensional theory, one can derive the following 
relation between circumferential velocity at the rotor inlet cul 

and the velocity at the throat cs (Reichert and Simon, 1994): 

cu\ = cg — cos ag 
r, 

(20) 

Increasing the throat mean radius rg with a fixed velocity com­
ponent c„i, one decreases the velocity cg and therefore reduces 
the losses. As a result, the largest possible radius should be 
aspired to when the guide vanes are adjusted toward decreasing 
the throat area corresponding with decreasing flow field losses. 
A simple mechanism fulfilling that aim is constructed by turning 
the guide vanes around the leading edges. Such a mechanism 
is depicted in Fig. 16. The guide vanes are turned around —7 

r 

100% m 

1.5ri r i 

44% m 

1.5ri r i 

Change relativ 
to 100% m 

1.5ri n 

M 

C 
Cu/ct 

0.089 0.960 
0.0 0.0196 
0.0 0.856 

0.039 1.021 
0.0 0.0499 
0.0 0.923 

- 5 6 % +6.0% 
— +154% 
— +7.8% 

*7pol 96.7% 92.8% -4 .0% 

deg, changing the throat area to 44 percent of the original value. 
To get additional information on the loss generation mecha­
nisms, flow-field simulations with identical mean velocity at 
the throat but different mass flows have been carried out. The 
results of these computations are depicted in Fig. 17 and 
Table 3. 

Concerning the swirl generation, the computational results 
generally confirm the validity of Eq. (20). According to this 
equation, the circumferential velocity component should rise 
about 6 percent in the reduced mass flow case. The development 
of the loss coefficient gives an interesting insight into further 
loss generation mechanisms. The influence of the velocity near 
the trailing edge, discussed above, has no effect for the chosen 
boundary conditions in this case. The large rise of the loss 
coefficient shows a good correlation with the change of the 
trailing edge thickness, which is related to the throat width. 
This related thickness rises to 127 percent. The additional rise 
of the loss coefficient above this value may be explained by the 
stronger loading of the boundary layer, which can be seen in 
Fig. 17. 

Conclusions 
In this paper, detailed investigations on design parameters 

for radial inflow turbine guide vanes are presented. The investi-

Fig. 17 Mach number distributions for differently adjusted guide vanes; the mass flow corresponds to the adjusted throat width 
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gations are divided into two parts according to the operating 
conditions for the guide vanes. General remarks on the design 
of the suction side applicable to both operating conditions are 
given. In particular, the effect of different suction and pressure 
side curvature at the throat on the loss generation is discussed. 
Generally applicable design principles are proposed. 

A subsequent part of the paper deals with guide vanes de­
signed for supercritical pressure ratios. For the design of these 
guide vanes, an inverse method of characteristics is applied. 
Inviscid flow-field calculations show the high uniformity of the 
exit flow field obtained with this method. This uniformity is 
disturbed if the flow viscosity is considered and a trailing edge 
thickness is incorporated into the design. 

As a sequel to a previous paper (Reichert and Simon, 1994), 
design parameters of radial turbine guide vanes for subcritical 
pressure ratios are discussed. In this paper the investigations 
are concentrated on the loss generation mechanisms in the tur­
bine guide vanes. The investigations are carried out with a 
parameter study, which allows additional insight into the effect 
of some design parameters on loss generation and flow field 
uniformity at the rotor inlet. 

To extend the investigations to the secondary flows, a three-
dimensional calculation has been carried out for an optimum 
guide vane profile. In this calculation, the previously supposed 
positive effect of the proposed design principles has been 

proved. Only a little effect of the secondary flows appears on 
the loss generation. 

Finally, an adjusting mechanism is applied to the proposed 
optimally shaped guide vanes. The resulting flow field at off-
design conditions is investigated by means of flow field simula­
tions. The swirl generation in the guide vanes is found to be 
well described by the simple Eq. (20). The flow-field losses 
show a strong dependency on the trailing edge thickness relative 
to the throat width. 
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Boundary Layer Development in 
Axial Compressors and Turbines: 
Part 1 of 4—Composite Picture1 

Comprehensive experiments and computational analyses were conducted to under­
stand boundary layer development on airfoil surfaces in multistage, axial-flow com­
pressors and LP turbines. The tests were run over a broad range of Reynolds numbers 
and loading levels in large, low-speed research facilities which simulate the relevant 
aerodynamic features of modern engine components. Measurements of boundary 
layer characteristics were obtained by using arrays of densely packed, hot-film gauges 
mounted on airfoil surfaces and by making boundary layer surveys with hot wire 
probes. Computational predictions were made using both steady flow codes and an 
unsteady flow code. This is the first time that time-resolved boundary layer measure­
ments and detailed comparisons of measured data with predictions of boundary layer 
codes have been reported for multistage compressor and turbine blading. Part 1 of 
this paper summarizes all of our experimental findings by using sketches to show 
how boundary layers develop on compressor and turbine blading. Parts 2 and 3 
present the detailed experimental results for the compressor and turbine, respectively. 
Part 4 presents computational analyses and discusses comparisons with experimental 
data. Readers not interested in experimental detail can go directly from Part 1 to 
Part 4. For both compressor and turbine blading, the experimental results show large 
extents of laminar and transitional flow on the suction surface of embedded stages, 
with the boundary layer generally developing along two distinct but coupled paths. 
One path lies approximately under the wake trajectory while the other lies between 
wakes. Along both paths the boundary layer clearly goes from laminar to transitional 
to turbulent. The wake path and the non-wake path are coupled by a calmed region, 
which, being generated by turbulent spots produced in the wake path, is effective in 
suppressing flow separation and delaying transition in the non-wake path. The loca­
tion and strength of the various regions within the paths, such as wake-induced 
transitional and turbulent strips, vary with Reynolds number, loading level, and 
turbulence intensity. On the pressure surface, transition takes place near the leading 
edge for the blading tested. For both surfaces, bypass transition and separated-flow 
transition were observed. Classical Tollmien-Schlichting transition did not play a 
significant role. Comparisons of embedded and first-stage results were also made to 
assess the relevance of applying single-stage and cascade studies to the multistage 
environment. Although doing well under certain conditions, the codes in general 
could not adequately predict the onset and extent of transition in regions affected by 
calming. However, assessments are made to guide designers in using current pre­
dictive schemes to compute boundary layer features and obtain reasonable loss 
predictions. 

1.0 Introduction 
Axial compressors rely fundamentally on aerodynamic diffu­

sion to achieve pressure rise. Since the adverse pressure gradi­
ents associated with the diffusion become strong at the high-
loading levels of modern designs, boundary layers tend to sepa­
rate. This has a negative impact on stall margin, efficiency and 
pressure rise capability. 

On the other hand, low-pressure (LP) turbines rely funda­
mentally on aerodynamic expansion to extract work from the 
fluid. In those regions where expansion occurs, the fluid is 
accelerating and boundary layers tend to remain thin and 
attached because pressure gradients are favorable. Designers 

1 Editor's note: Parts 1 and 4 of this paper are being published together in this 
issue. Parts 2 and 3 will be published in the April 1997 issue of the JOURNAL OF 
TURBOMACHINERY. 

Contributed by the International Gas Turbine Institute and presented at the 40th 
International Gas Turbine and Aeroengine Congress and Exhibition, Houston, 
Texas, June 5-8, 1995. Manuscript received by the International Gas Turbine 
Institute April 7, 1995. Paper No. 95-GT-461. Associate Technical Editor: C.J. 
Russo. 

capitalize on this feature and produce airfoils with an extended 
region of accelerating flow along the suction surface to mini­
mize boundary layer growth. Following this accelerating region 
is a shorter region of diffusion. This results in a so-called "aft-
loaded" airfoil (Sharma et al., 1982). These airfoils operate 
very efficiently at the high Reynolds numbers of sea-level take­
off conditions but, as all airfoils do, they suffer an inherent, 
continuous decrease in efficiency as Reynolds numbers are re­
duced to altitude cruise values (Hourmouziadis, 1989). Besides 
this degradation, there is the risk of an abrupt additional loss if 
flow separation without reattachment occurs in the diffusing 
region. 

These difficulties present significant challenges that compel 
designers to address boundary layer effects when generating 
fiowpath and airfoil configurations. 

Historically, the effects have been handled with semi-empiri­
cal approaches. For compressors where range is usually limited 
by flow breakdown in the end walls, designers have used the 
diffusion factor (Lieblein et al., 1953) and effectivity (Koch, 
1981) for blade row loading; Vm.dJVexit limits for airfoil diffu-
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sion; and loss prediction models for efficiency (Koch and Smith, 
1976). For turbines, designers have applied Vmax/Vcxit diffusion 
limits for airfoils in order to avoid flow separation. While some 
designers set more conservative limits than others, all recognize 
that such approaches simply establish design rules. They do not 
provide flow details and therefore cannot be used to optimize 
airfoil shapes. 

The process of designing and optimizing turbomachine air­
foils is conducted with inviscid flow solvers and boundary layer 
codes (Meauze, 1989), component testing (Wisler, 1985) and, 
more recently, viscous computational fluid dynamics (AGARD, 
1994). Using these methods, designers have created compres­
sors and turbines with impressive performance by cleverly engi­
neering their way around phenomena they do not fully under­
stand. 

Yet, weaknesses still remain in even the most sophisticated 
turbomachine design and analysis systems currently in use. For 
example, the inability to accurately predict aerodynamic loss, 
the location and extent of boundary layer transition, flow separa­
tion, and the unsteadiness due to wakes often limits the degree 
of confidence in any given design. Consequently the search for 
improved configurations is hindered. Trying to resolve these 
issues by conducting studies in realistic multistage environ­
ments is difficult. The small physical size of the airfoils and 
axial gaps, the short time scales of phenomena, the widely 
varying properties of the flow, and the high cost of operation 
all conspire against both the experimentalist and the analyst. 

The complexities of the problems described above have led 
many researchers to isolate individual aspects of the flow and 
conduct boundary layer experiments in simplified environments. 
Excellent fundamental studies have been reported for wind tun­
nel tests of transition in steady and unsteady flows (e.g., Abu-
Ghannam and Shaw, 1980, Pfeil et al., 1983; Orth, 1993), 
cascade experiments with and without rods to simulate wakes 
(e.g., Hodson, 1985; Dong and Cumpsty, 1990a, 1990b), iso­
lated blade row/single-stage compressor tests (e.g., Walker, 
1975, 1989a), turbine tests (e.g., Hodson, 1983; Addison and 
Hodson, 1990a, b; Arndt, 1993; Hodson et al., 1994), and mod­
eling and prediction work (e.g., Walker, 1989b; Addison and 
Hodson, 1990b, 1992; Mayle and Dullenkopf, 1990, 1991; 
Mayle, 1992). A comprehensive review of research on transi­

tion in turbomachines has been provided by Mayle (1991) and 
by Walker (1993). 

Although well done in themselves, such studies are often 
of limited applicability to production turbomachines because 
boundary layer development is affected by many interacting 
processes. Reynolds number, loading level, free-stream turbu­
lence, airfoil pressure gradient, wakes and other unsteady fac­
tors all compete to bring about transition and alter boundary 
layer development. Often the result is that different modes of 
transition arise on the same airfoil profile at the same location 
at different times. Consequently designers and researchers still 
have questions that need to be answered before further progress 
can be made. 

In all of the work described above, no boundary layer studies 
that resolve these issues and put together the complete picture of 
boundary layer development for embedded stages of multistage 
compressors and LP turbines have been reported. Consequently, 
the design engineer still has questions about the structure of 
boundary layers in multistage turbomachinery, about where 
transition occurs, about whether the unsteady nature of the 
boundary layer needs to be considered during the design pro­
cess, and about how well existing codes predict loss and other 
boundary layer features. Our paper addresses these issues. 

2.0 Format and Objectives 

2.1 Format of the Papers. The four parts of this paper, 
which are intended to be viewed as a unit, form a comprehensive 
study of boundary layer development in turbomachinery that 
culminates five years of research. Because of the complexity of 
data interpretation associated with the subject matter and the 
overall length of the complete paper, we have placed the discus­
sion summarizing our major findings at the beginning in Section 
5.0 of Part 1 instead of at the end of Part 4. Although unconven­
tional, this approach gets the reader to the heart of the matter 
quickly and provides a springboard that allows the reader to 
turn to those sections in Parts 2 and 3 of specific interest. 

The paper is structured so that those readers not interested 
in experimental detail can go directly from Part 1 to Part 4. 

Part 1 presents the objectives and describes the experimental 
test program. It then discusses how boundary layers develop on 

N o m e n c l a t u r e 

A = laminar region on s-t diagram 
B = wake-induced transitional strip 

on s-t diagram 
C = wake-induced turbulent strip on 

s-t diagram 
D = calmed region on s-t diagram 
E = region of transition between 

wakes on s-t diagram 
E0 = anemometer output voltage at 

zero flow 
fur = blade passing frequency 
fk — reduced frequency = fBP X SSL/ 

Vex 

F — region of turbulent boundary 
layer between wakes on s-t dia­
gram 

LB = distance from leading edge to on­
set of wake-induced transition in 
region B 

LE = distance from leading edge to on­
set of transition between wakes 
in region E 

LE = leading edge 
NPT = number of data points per time 

trace 

NTT = number of time traces per ensem­
ble 

P 
PS 

PSL 

Re: 

Re 

SS 
SSL: 

t = 

TE = 
TI = 
U„ = 
V = 

v» = 

pressure 
pressure surface 
pressure surface length from LE 
to TE of airfoil 
Reynolds number for compressor 
= V,„(SSL)/M; Reynolds number 
for turbine = V„(SSL)/f 
stage average Reynolds number 
= 0.5 (Rerolor + Restator) 
distance, the abscissa in the dis­
tance-time (s-t) diagram 
suction surface 
suction surface length from LE to 
TE of airfoil 
time, the ordinate in the dis­
tance-time (s-t) diagram 
trailing edge 
turbulence intensity 
pitchline wheel speed 
velocity 
velocity at edge of boundary 
layer (free-stream velocity) 

8 = boundary layer thickness 
$ = flow coefficient = VJUP 

v = kinematic viscosity 
9 = tangential direction 
p = density 

T „ , qrw = wall shear stress, quasi wall 
shear stress 

O,, = profile loss coefficient, defined 
asEq. (13) 

\I>' = pressure coefficient = 
AP/0.5pU2

p 

Subscripts 
ex = blade row exit 
fs = free stream 
in = blade row inlet 
s = static 
t = total 
z = axial direction 

Superscripts 

~ = ensemble average 
- = time average 
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embedded stages of a multistage compressor and LP turbine 
based upon a synthesis of all of our experimental findings. Using 
sketches, it draws a detailed composite picture for operation at 
a baseline condition and then describes how this picture changes 
when Reynolds number, loading level, wake frequency, and 
wake turbulence intensity are varied. 

Parts 2 and 3 provide the supporting evidence for the discus­
sion in Part 1. They show the detailed experimental results from 
both the surface hot-film gages and the boundary layer surveys 
for the compressor and LP turbine, respectively. 

Part 4 presents the results from the computational analyses 
and evaluates them relative to the experimental data. 

2.2 Objectives. The overall objectives of this study are: 
(1) to describe the development of the unsteady boundary layers 
that form on the blading in embedded stages of axial compres­
sors and LP turbines, (2) to assess the capabilities of several 
modern codes to predict this development, and (3) to evaluate 
the extent to which the detailed development needs to be mod­
eled in the design and analysis process. 

We seek to answer the following questions: 

• What is the physical picture of unsteady boundary layer 
development in multistage compressors and LP turbines 
and how do wakes from upstream airfoils influence this 
development? 

• Where does transition occur? What is its extent? What 
modes of transition are present and how do they interact? 

• What is the nature, extent, and influence of the calmed 
region? 

• What are the effects of Reynolds number, loading, un­
steadiness, and turbulence intensity? 

• What practical simplifications to the real flow field can 
be made for design and analysis purposes? To what extent 

Airflow 

Table 1 Compressor blading parameters (midspan) 

— Plane 2.0 

Casing 
- Location of Rods 
Plane 1.0 

Plane 1.5 

Location of 
Hot-film 
Surface 
Gauges 

x Traverse 
Locations 

— Plane 3.0 

— Plane 3.5 

— Plane 4.0 
Radius Hub = 

0.648 m 

Radius Casing = 076Tnf 

IGV Rotor Stator 

Solidity 1.00 1.11 1.32 
Aspect Ratio 1.36 1.25 1.44 
Chord, mm 83.8 91.2 79.1 
Stagger, Deg. (axial) 19.6 46.9 13.9 
Camber, Deg. 3.00 22.0 44.4 
No. of Airfoils 53 54 74 
Axial Gap, mm 98.0 25.4 

Fig. 1 Geometry of test compressor 

are cascade and single-stage results of value to the de­
signer for predicting flows in embedded stages? 

• How well do existing codes predict profile loss, the loca­
tion and extent of transition, and other relevant features? 

The overall technical approach used to achieve these objec­
tives combines experimentation and computational analyses. 

3.0 Experimental Test Program 
Test programs were conducted in the GE Low-Speed Re­

search Compressor and Turbine to measure boundary layer de­
velopment on the airfoils of multistage axial turbomachinery. 
High-quality blading, representative of current design practice, 
was used during tests conducted over a broad range of Reynolds 
numbers and loading levels typical of engine operation. Mea­
surements of boundary layer characteristics were obtained by 
using densely packed, hot-film gages mounted on the airfoil 
surfaces and by making boundary layer surveys with hot-wire 
probes. 

3.1 Low-Speed Research Compressor (LSRC). The 
LSRC is an experimental facility that duplicates the relevant 
features of the middle and rear stages of high-pressure (HP) 
compressor flow fields in a large, low-speed machine where 
very detailed investigations of the flow can be made. The facil­
ity, which has a constant casing diameter of 1.524 m (60.0 in.), 
is described by Wisler (1985). The compressor was set up 
with four identical stages in order to obtain the repeating stage 
environment. Measurements were made on the first and third 
stages. 

Blading. Typical of modern designs, the compressor had 
high-hub/tip-ratio (0.85), low-aspect-ratio, high-solidity blad­
ing with shrouded stators and inlet guide vanes. The blading 
was a low-speed, aerodynamic model of an average middle 
stage of a nine-stage HP compressor used in modern engines 
currently in service. The airfoils had custom-tailored meanlines 
and thickness distributions to control the diffusion and give the 
desired surface velocity distribution. A cross section showing 
the geometry of the blading in the test compressor is given in 
Fig. 1 and the blading parameters are given in Table 1. 

Performance and Test Envelope. Overall performance, 
shown as a four-stage average in Fig. 2, is based on measured 
airflow, measured work input (torque and speed), and measured 
pressure rise. Flow coefficient and pressure coefficient are accu­
rate to within ±0.15 percent. Rotational speed was varied from 
236 rpm to 1100 rpm in order to obtain the range of Reynolds 
numbers desired. Design speed was 840 ± 0 . 1 rpm. 

Tests were conducted at the loading levels and Reynolds 
numbers shown partially in Fig. 2 and completely in Fig. 3 and 
Table 2. The numbers and letters assigned to the test points in 
this figure and table are used throughout the paper to identify 
test conditions. The baseline operating (design) point is Test 
Point 2B. 

Normalized velocity distributions for the third-stage stator, 
obtained from measured static pressures, are shown in Fig. 3(a) 
for the various loading levels and in Fig. 3(b) for the Reynolds 
numbers reported herein. The distributions in Fig. 3(b) are 
normalized by the inlet velocity, V,„, because this best shows 
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Fig. 2 Overall performance of compressor showing test points reported 

the laminar separation bubble in the data. The inlet-to-exit ve­
locity ratio for the baseline test condition is provided in the 
upper right-hand corner of Fig. 3 (a ) . 

At the design point in Fig. 3(a) , the leading-edge loading, 
the acceleration to peak velocity, and the subsequent diffusion 
on the suction surface were according to design intent. The 
change in these features as loading is varied is typical of the 
behavior of this type of compressor blading. Near stall in Fig. 
3(a) , a leading-edge spike appears on the suction surface. At 
reduced Reynolds number in Fig. 3 (ft), the presence of a sepa­
ration bubble along the suction surface is suggested by the 
changes in slope (local decrease in diffusion) at 50-60 percent 
SSL (suction surface length). This feature is not present at the 
highest Reynolds numbers. 

3.2 Low-Speed Research Turbine (LSRT). The LSRT 
is an experimental facility that duplicates the relevant features 
of LP turbine flow fields in a large, low-speed machine where 
very detailed investigations of the flow can be made. This verti­
cal facility has a constant annulus area with a casing diameter 
of 1.524 m (60.0 in.). Ambient air is pulled through the LSRT 
by a large centrifugal blower. Air enters the inlet at the top and 
is pulled through the blading into a plenum beneath the turbine. 
This air, being drawn through the blading, causes the turbine 
to rotate. Bleed air into the plenum and IGVs on the blower, 
which is downstream of the plenum, allow the various operating 
points to be set. 

Blading. The two-stage low-pressure turbine, having outlet 
guide vanes, is a low-speed, aerodynamic model representative 
of modern high-speed LP turbines currently in service. A cross 
section of the 0.60 hub/tip-ratio blading having shrouded noz­
zles is shown in Fig. 4. Design parameters are given in Table 
3. The airfoils had custom-tailored meanlines and thickness 
distributions to give the desired surface velocity distribution. 
The test stage consisted of embedded Rotor 2 and Nozzle 2. 

Performance and Test Envelope. Overall performance, 
shown as a two-stage average in Fig. 5, is based on measured 
airflow, measured work output (torque and speed), and mea-
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Fig. 3 Normalized surface velocity for the third-stage stator of the com­
pressor (numbers and letters in legend correspond to those in Fig. 2 and 
in Table 2) 

sured pressure drop. Flow coefficient and pressure coefficient 
are accurate to within ±0.15 percent. Rotational speed was 
varied from 125 rpm to 610 rpm in order to obtain the range 

Table 2 Compressor test points 

Test point Flow coef. 
Stage avg. 
Re X ICT5 

Rotor 
Re X 10" 

_Stator 
Re X 10" 

1 0.677 3.94 4.98 2.90 
2A 0.576 4.19 5.31 3.07 
2B 0.576 3.35 4.24 2.47 
2C 0.576 1.87 2.37 1.36 
2D 0.576 0.93 1.18 0.68 
3 0.512 3.00 3.77 2.20 
4 0.462 2.69 3.40 2.00 

Kinematic Viscosity = 1.58 X 10~5 nvVs for 2B 
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Fig. 4 Geometry of test turbine 
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of Reynolds numbers desired. Design speed was 610 ± 0.1 
rpm. 

Tests were conducted at the loading levels and the Reynolds 
numbers shown in Figs. 5 and 6, respectively, and in Table 4. 
The large difference between typical take-off and cruise Reyn­
olds numbers for the turbine, shown by the shaded bands in 
Fig. 6, is representative of engine operating conditions. The 
numbers and letters assigned to the test points in these figures 
and in Table 4 are used throughout the paper to identify test 
conditions. The baseline operating point is Test Point 5A at 
increased loading and take-off Reynolds number. 

The normalized velocity distributions, obtained from mea­
sured pressures on the airfoil surfaces, are shown in Figs. 7(a, 

Table 3 Turbine blading parameters (midspan) 

Nl N2 Rotor 

Solidity 1.64 1.68 1.48 
Aspect Ratio 3.97 5.10 3.87 
Chord, mm 76.2 59.7 78.7 
Stagger, Deg. (axial) 39.8 22.9 34.9 
Chamber, Deg. 60.0 102.4 96.9 
No. of Airfoils 82 108 72 
Axial Gap, mm 25.4 25.4 

5 1 
Increased 
Loading 

.8 1 1.2 
Flow Coefficient, $ : 

1.4 
•VsfUp 

b) for embedded Rotor 2 and Nozzle 2, respectively. The maxi­
mum velocities on the suction surface are located near 60 per­
cent SSL. There is a 12 percent reduction in velocity over the 
rear portion of the airfoil. The change in velocity distribution 
along the forward portion of the airfoil as loading level was 
varied is typical. There was no significant change in normalized 
velocity distribution as Reynolds number was varied. 

On the pressure surfaces, there are regions of considerable 
deceleration after the acceleration around the leading edge. The 
deceleration ends at approximately 30 percent PSL (pressure 
surface length) for the nozzle and 22 percent for the rotor. It 
is followed by a continuous acceleration to the trailing edge. 

3.3 Instrumentation and Data Acquisition 

Hot-Wire Anemometry. Measurements of both time-re­
solved and time-unresolved unsteady velocities were made with 
a TSIIFA 100 anemometry system. 

The boundary layer surveys were taken with a Dantec 55P05 
hot-wire boundary layer probe that was calibrated in-situ before 
and after each survey. This time-saving calibration method im­
proved accuracy and eliminated the need to continually remove 
and reinstall the hot-wire probe in the test vehicle. Local flow 
conditions were computed using detailed steady-stage measure­
ments at each test condition. A Nusselt number formulation of 
the hot-wire calibration equation was employed following the 
method of Collis and Williams (1959). This technique facili­
tated a direct accounting for wall proximity effects (Walker, 
1983). Measurement accuracy was estimated at ±1.5 percent 
for velocity. 

Table 4 Turbine test points 

Stage 
Avg. Rotor Stator 

Test point Flow coef. Re X 10~5 Re X 10~5 Re X 10~5 

5A 1.25 5.27 6.11 4.43 
5B 1.25 3.96 4.59 3.33 
5C 1.25 2.71 3.14 2.28 
5D 1.25 1.80 2.09 1.51 
5E 1.25 1.19 1.38 1.00 
6A 1.03 4.53 5.25 3.81 
6B 1.03 1.80 2.09 1.51 
7A 0.90 3.96 4.59 3.33 
7B 0.90 1.80 2.09 1.51 

Fig. 5 Overall performance of turbine showing test points reported 
Kinematic Viscosity = 1.68 X 
Kinematic Viscosity = 1.58 X 

10"5 m2s for 5A 
10~5 m2s for 5D 
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Fig. 7 Normalized surface velocity for various loading levels of LP tur­
bine (numbers correspond to those in Figs. 5 and 6 and Table 4) 

The velocity, flow angle, and unsteadiness characteristics en­
tering and exiting the airfoil rows were measured with a TSI 
1240-20 " X " hot-film probe. Calibration was done in a free 
jet with measurement accuracy being ± 1.25 percent for velocity 
and ±0.5 deg for flow angle. 

Surface Hot-Film Sensors. Arrays of densely packed, hot-
film sensors were mounted onto airfoil surfaces in a chordwise 
orientation from the leading edge to the trailing edge at 50 
percent span. Both suction and pressure surfaces of a rotor blade 
and stator vane were instrumented in stages one and three for 
the compressor as marked in Fig. 1 and in stage two for the 
turbine at locations marked in Fig. 4. Each sensor was 0.1 mm 
(3.9 X 10"3 in.) in chordwise extent, 1.5 mm (5.9 X 10~2 in.) 
in spanwise extent, and 0.2 /im (7.9 X 10~6 in.) thick. The 
sensors were spaced 2.54 mm (0.10 in.) apart and mounted on 
a mylar substrate that was 0.05 mm (2.0 X 10 "3 in.) thick. The 
substrate was glued onto the airfoil surface, taking great care 
to conform to the airfoil contour. All substrate edges were filled 
and sanded to remove all surface irregularities. 

In addition, an array of 11 hot-film sensors was mounted onto 
the suction surface in a spanwise orientation on the third stator 
of the compressor at 35 percent chord as marked in Fig. 1. 
These sensors extended from 39 to 61 percent span. 

The sensors were operated individually and simultaneously 
using a TSI IFA-100 anemometry system. The signals from the 
rotors were taken out through a 100-channel, mercury slip ring, 
which had no measurable noise. 

Boundary Layer Traverses. An Aerotec precision rotary ta­
ble, controlled by a stepper motor, formed the heart of the 
traverse instrumentation used for measuring boundary layer pro­

files. The rotary table held a cylindrical probe support, which 
was inserted radially through the casing into the axial gap be­
tween bladerows at Plane 4.0 for the compressor in Fig. 1 and 
at Plane 2.5 for the turbine in Fig. 4. Attached at 90 deg to this 
support was a small sleeve that extended upstream into the 
stator passage and held the hot-wire boundary layer probe. As 
the probe support was rotated, the probe moved very nearly 
perpendicular to the airfoil surface and thereby surveyed the 
boundary layer. Surveys were made at different chordwise posi­
tions by varying the length of the sleeve. 

The rotary table had a resolution of 0.1 arc sec with a unidi­
rectional accuracy of ± 1 arc sec. This, coupled with a detection 
system used to find the airfoil surface while the compressor or 
turbine was running, allowed the hot wire to be positioned at 
distances above the airfoil surface within an accuracy of ±1.25 
X 10"2 mm (5.0 X 10"4 in.) relative to the surface. The vibra­
tional amplitude of the hot-wire sensors was determined to be 
less than 2.50 X 10 - 2 mm (1.0 X 10~3 in.). 

Data Acquisition. Signal conditioning of all anemometry 
measurements was done using the IFA-100. For hot-wire bound­
ary layer surveys, the low-pass filter was set at 50 kHz and the 
data sampling was done at 100 kHz. For the hot-film data the 
minimum low-pass filter setting was 15 times blade passing 
frequency with sampling done at five times the low-pass filter 
setting. Depending on the blade speed, these acquisition rates 
gave from 100 to 500 equally spaced, data-sampling increments 
across each blade passing period. A one-per-rev pulse from 
an optical encoder on a reference blade tip triggered the data 
gathering, which continued for at least five blade passing peri­
ods. Between 200 and 400 phase-locked records (time traces) 
were taken for ensemble averaging. 

The hot-wire and hot-film signals were digitized with a Ki­
netic Systems analog-to-digital converter. Both DC- and AC-
coupled data were obtained to maximize resolution. This al­
lowed amplification gains of up to 100 to be used. A dynamic 
signal analyzer was used to obtain frequency-averaged spectra. 

3.4 Data Reduction and Analysis 

Surface Hot-Film Anemometry (Principles of Operation). 
The surface hot-film sensors were operated at an elevated tem­
perature using constant-temperature anemometry. With this 
method, the relationship between wall shear stress at the sensor, 
T„, and the rate of heat transfer from the sensor is given in the 
form (Bellhouse and Schultz, 1966) 

(1) 
AT 

where E is the instantaneous output voltage from the anemome­
ter, AT is the temperature difference between the air and heated 
sensor, and variables k and A are calibration constants. 

For the present investigation, direct calibration of each sensor 
was not possible. Rather, the semiquantitative approach de­
scribed by Hodson et al. (1994) was employed. In earlier work, 
Hodson established that the rate of heat loss to the substrate, 
which is proportional to A2 from Eq. (1), can be approximated 
using the square of the zero-flow voltage, EQ, obtained from 
each sensor under zero-flow conditions (Hodson, 1983, 1985). 
Second, if the bulk temperature of the blade is equal to the 
air temperature, which was the case for this investigation, the 
temperature difference AT is proportional to El- Provided the 
above approximations hold, the relationship between wall shear 
stress and sensor heat transfer can be written as 

(2) 

Here, the quantity qrw on the left-hand side of Eq. (2) is referred 
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to as quasi-wall shear stress to reflect its semiquantitative na­
ture. As further noted by Hodson et al. (1994), the relationship 
in the form of Eq. (2) also minimizes the effects of small 
differences in sensor geometry and electrical properties on mea­
surements acquired from different sensors. As a result, relative 
magnitudes of quasi-wall shear stress obtained from various 
sensors along an airfoil can be compared to each other directly. 

The accuracy of Eq. (2) was found to be very dependent upon 
the zero-flow voltage, given that (E2 - El) and El are of the 
same magnitude. For this investigation, values of E0 were obtained 
from all sensors before and after rig operation. Prior to data reduc­
tion, their values were adjusted to account for differences in tem­
perature between that at which the Eos were acquired and that 
associated with the test bladerow during rig operation. 

Surface Hot-Film Anemometry (Signal Processing). Prior 
to computing any statistical quantities, all measured voltages 
from each ensemble are converted first to instantaneous values 
of quasi-wall shear stress using Eq. (2). The ensemble-averaged 
distribution and time-averaged value of qrw are then determined 
by using Eqs. (3) and (4) , respectively, where NTT is the 
number of time traces per ensemble and NPT is the number of 
data points per time trace. 

1 
NTT 

NPT 

NTT 

NPT 

I, 
/ = 1 

i = 1, NPT 

m = 1 

(3) 

(4) 

Instantaneous (raw) time traces are presented in an AC-cou-
pled manner determined from 

GT„ JFZ) i = 1, NPT (5) 

for a selected time trace " « . " 
Fluctuations in quasi-wall shear stress are quantified in terms 

of random unsteadiness and skew. Random unsteadiness is a 
measure of the fluctuation amplitude of a signal about its mean. 
Skew is a measure of asymmetry in the probability distributions 
of fluctuations about the mean. These quantities were deter­
mined by using the general relationship 

1 

NTT 
1U qTw)m i = 1, NPT (6) 

The ensemble-averaged, root-mean-square (rms) unsteadiness 
is computed from Eq. (6) with m = 2. The result is denoted 
symbolically as 

i = 1, NPT 

Its time-average counterpart is determined from 

1 

NPT 
S <f 

(7) 

(8) 

Values of rms unsteadiness computed for the turbine measure­
ments using Eqs. (7) and (8) are normalized using the ensemble 
and time-averaged quasi wall shear stress from Eqs. (3) and 
(4), respectively. Values of rms associated with the compressor 
are not normalized because near-zero values of quasi-wall shear 
in regions of separated flow produced distortions in the normal­
ized quantities. Throughout this paper, values of rms unsteadi­
ness, whether for the turbine or compressor, are referred to 
simply as ensemble and time-averaged random unsteadiness. 

Ensemble and time-averaged values of skew are determined 
from the third-order statistical moment given by Eq. (6) for m 
= 3. The former is computed directly and is given symbolically 
as 9 T ' „ \ The time-averaged value, given as , T ^ 3 , is computed 
using Eqs. (4) and (6) with m = 3. For both the compressor and 

turbine, values of skew, whether time or ensemble-averaged, are 
normalized by the absolute value of the maximum skew from 
the time-averaged distribution along a given airfoil surface 
length. In this paper, it is these normalized quantities that consti­
tute the definition of skew. 

Turbulence Intensity. Turbulence measurements at the inlet 
and exit planes of the test blading were obtained using an X 
hot-film probe as described in Section 3.3. The "X" probe was 
aligned to measure the two-dimensional velocity vector in the 
axial-circumferential plane. The radial component of velocity 
was not measured. 

Turbulence intensities were determined as follows. First, the 
output voltages obtained simultaneously from the two sensors 
of the X probe were converted to instantaneous components of 
the velocity vector given by {Ve, Vz }„,,-. Next, the ensemble-
averaged distribution and time-averaged value of velocity were 
determined using Eqs. (9) and (10), respectively. 

Z = J Vj.+ Vl i = 1, NPT 

V vl + v\ 

(9) 

(10) 

The fluctuation velocities in the streamwise (« ' ) and trans­
verse (u') coordinate directions were then computed from the 
difference between the instantaneous velocity vector {Vs, Vz }„,; 
and the ensemble-averaged velocity (Eq. (9)) . From these, the 
ensemble-averaged distribution and time-averaged value of tur­
bulence intensity were computed as shown by Eqs. (11) and 
(12). Additional details are provided by Halstead (1996): 

4(uj2 + vf2) 
77, = 

V, 
i = 1, NPT 

4^V + v'2) 
TI 

V 

(11) 

(12) 

Profile Loss Coefficient. Measured values of profile loss 
coefficient were determined from circumferential traverses of 
total and static pressure using Eq. (13). The numerator of this 
relationship is the difference between the free-stream and 
mixed-out values of total pressure at the exit measurement plane 
of the blade row. The denominator is equal to free-stream dy­
namic head. It is based on inlet static pressure for the compres­
sor and exit static pressure for the turbine: 

P>„ 
PWf, - P. 

(13) 

Predicted values of profile loss coefficient were determined 
using an analysis based on two-dimensional wake mixing simi­
lar to that of Denton (1993). Boundary layer quantities at the 
trailing edge required for this analysis were obtained from two-
dimensional boundary layer calculations. Values of base pres­
sure coefficient recommended by Denton (1993) were used. 

4.0 General Discussion of Transition 
The development of unsteady boundary layers on turboma-

chinery blading is influenced significantly by laminar to turbu­
lent transition. Therefore, to facilitate the reading of this paper, 
we describe the transition processes and associated terminology 
used throughout this work. 

4.1 Transition Processes. The three fundamental pro­
cesses by which transition occurs in steady flow are also relevant 
for the unsteady flow in turbomachinery. These are: 
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Tollmien-Schlichting (TS) Transition. The process of Toll­
mien-Schlichting, or "natural" attached-flow transition, is 
shown schematically in Fig. 8(a) (White, 1974). For very low 
free-stream disturbance where Tl is less than 1.0 percent, the 
laminar boundary layer develops linear oscillations of well-
defined frequency when the Reynolds number exceeds a critical 
value. This is shown as region 1 in the figure. These oscillations, 
called Tollmien-Schlichting (TS) waves, are two-dimensional 
and convect at a typical speed of 0.30-0.35 V„. As the ampli­
tude of the TS waves increases, spanwise distortions of the 
vortical structure develop (region 2) and grow in an increas­
ingly three-dimensional and nonlinear manner (region 3). They 
eventually burst into turbulent spots (region 4). Within this 
region, the boundary layer alternates between laminar and turbu­
lent states. Eventually the turbulent spots originating from dif­
ferent locations merge and form a fully developed, continuously 
turbulent boundary layer as transition is completed (region 5). 

Bypass Transition. This occurs when the formation and am­
plification process of two-dimensional TS waves in natural tran­
sition is "bypassed" due to the presence of forced disturbances 
of sufficient amplitude. Sources of such disturbances include 
higher free-stream turbulence and surface roughness. In this 
mode of transition, TS waves are less evident, if present at 
all. Rather, the first indication of transition may be the direct 
formation of turbulent spots thus "bypassing" regions 1-3 of 
Fig. 8(a) . This process significantly reduces the length of unsta­
ble laminar flow and will promote earlier transition. 

Separated-Flow Transition. Under certain instances (e.g., 
at high positive or negative incidence, rapid diffusion or low 
Reynolds number), the laminar boundary layer may separate 

a) Plan view of turbulent spot at time t-| in part b below (after 
Schubauer and Klebanoff, 1956, and as idealized by McCormick, 
1968) 

0.88V«. 

b) S-t diagram of turbulent spot 
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c) Variation in wall shear stress along spot centerline at t=t-| 

Fig. 9 Characteristics of turbulent spots 
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b) Separated flow transition with separation bubble shaded 
(after Walker, 1975 and Roberts, 1980) 

Fig. 8 Schematics of transition process 

from the airfoil surface. Rapid transition then occurs within the 
separated shear layer. Provided the Reynolds number is not 
too low or the local pressure gradient too large, the resulting 
turbulent-like layer will reattach to form a closed region of 
separated flow called a separation bubble (Roberts, 1980). The 
region beneath the separated laminar shear layer within the 
bubble is quiescent, with very low wall shear stress and nearly 
constant static pressure. This process is shown schematically in 
Fig. Hb). 

4.2 Turbulent Spots, Intermittency, and the Calmed 
Region 

Turbulent Spots. Bypass transition and the latter stages of 
T -S transition are characterized by the production and propaga­
tion of turbulent spots in the laminar boundary layer. As shown 
in Fig. 9(a) , turbulent spots are approximately triangular in 
shape and spread laterally at an angle of about 22 deg as they 
move downstream of their origin. The region swept out by the 
spot is its zone of influence. The convection velocities of the 
leading and trailing boundaries of the spot are 0.88 V«, and 
0.50 V„, respectively, as measured in zero pressure gradient by 
Schubauer and Klebanoff (1956). Their values do not vary with 
streamwise direction. Consequently, the spot maintains a self-
similar shape as it moves downstream. 

Various characteristics of a turbulent spot are conveniently 
described using a space-time (s-t) diagram as shown in Fig. 
9(b). Lines of constant time drawn parallel to the " s " axis 
provide the instantaneous state of the flow along the surface. 
Likewise, vertical lines parallel to the " ? " axis provide the 
unsteady behavior of the flow at a given location along the 
surface. Trajectories, drawn in Fig. 9(b) at 0.88 V„ and 0.50 
Voo, define the leading and trailing boundaries of the turbulent 
spot in the s-t diagram. For a constant streamwise velocity, the 
boundaries are straight lines in s-t space, otherwise they are 
curved. The convective velocity of each boundary is the inverse 
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Fig. 10 Composite pictures of boundary layer development 

slope of its trajectory. The shaded region in the figure describes 
the streamwise and temporal growth of the spot as it convects 
along the surface. 

The streamwise distribution of wall shear stress at the span-
wise position of the spot center line is shown for t - f r in Fig. 
9(c). At the leading boundary of the spot, shear stress increases 
abruptly from a laminar to turbulent level. Behind the trailing 

boundary, shear stress gradually decreases through the calmed 
region to a laminar level. 

Calmed Region. A "calmed" (becalmed) region of lami­
nar-like flow occurs immediately behind a turbulent spot (Schu­
bauer and Klebanoff, 1956) or turbulent strip (Schubauer and 
Klebanoff, 1956; Orth, 1993). Its existence is endemic to turbu­
lent spots or strips regardless of the transition process that 
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Fig. 10 (Continued) 

brought about the turbulent event. The calmed region is identi­
fied as the region of decreasing, but still elevated, wall shear 
stress behind the spot or strip. An example is sketched in Fig. 
9(c) . The calmed region, whose trailing boundary convects at 
0.3 Voo, appears on an s-t diagram as shown in Fig. 9(b). 

The calmed region is not accessible to TS waves originating 
upstream of the spot inception point because the velocity of the 
trailing boundary of the spot exceeds the propagation velocity 
of the TS wave (^0.3 V„). In addition, the formation of new 
instabilities, whether by T-S or bypass transition processes, is 
suppressed within the calmed region. This occurs because the 
boundary layer profile, which is relaxing from a turbulent to 
laminar level of shear stress, is more stable than the surrounding 
undisturbed laminar boundary layer. The calmed region can 
therefore be terminated only by the merging of neighboring 
turbulent spots or by strong bypass transition events. In the case 
of pure turbulent strips, merging occurs only in the streamwise 
direction. This has the effect of extending significantly the 
streamwise length of the transition zone (Schubauer and Kleba-
noff, 1956; Orth, 1993). 

Calmed regions are more resistant to flow separation in ad­
verse pressure gradients due to their elevated levels of shear 
stress and low shape factors. 

Intermittency. Transition from a laminar to turbulent flow 
takes place as individual spots merge together. The fraction of 
time the flow is turbulent is known as intermittency. Its value 
is equal to zero for laminar flow, varies from zero to unity from 
the beginning to the end of the transition region, and is unity 
for turbulent flow. 

4.3 Transition in Turbomachines 

Wake-Induced Transition is used in this paper to describe 
boundary layer transition brought about directly by disturbances 
in a convecting wake. It can occur by any of the three processes 
described in Sect. 4.1. In actuality, transition induced by wakes 
is brought about primarily by the process of bypass transition 
given the level of wake turbulence intensity (typically about 5 
percent or greater). 

Non-Wake-Induced Transition is used to categorize all 
boundary layer transition occurring between passing wakes. Be­
cause of the lower associated levels of turbulence, transition 
between wakes can occur via any of the three processes de­
scribed above, although we observed only bypass and separated-
flow transition in our work. In some cases, as will be reported 
herein, more than one process can work in concert to bring 
about transition along a non-wake-induced path. 

5.0 Discussion of Composite Picture (Major 
Findings) 

In this section we present our discussion of how boundary 
layers develop on embedded stages of multistage HP compres­
sors and LP turbines based upon a synthesis of our experimental 
findings. We use sketches in the form of simplified s-t diagrams 
to illustrate this development. We first present the picture for 
the baseline operation. This forms a convenient reference where 
compressor and turbine results are similar. We then describe 
how this baseline picture changes when Reynolds number, load­
ing level, wake frequency, and wake strength (turbulence inten­
sity) are varied. 

The general physical picture was similar for compressors and 
turbines: both had large extents of laminar and transitional flow 
along the suction surface; both had wake-induced transitional 
strips penetrating the laminar region; both reacted similarly to 
variations in Reynolds number, loading, and turbulence inten­
sity; both exhibited calming effects, but those for the compres­
sor were much stronger. Many of the differences between the 
compressor and turbine are attributed to their respective adverse 
and favorable pressure gradients. 

5.1 Composite Picture for Baseline Operation. The 
baseline operation for the compressor is design Test Point 2B. 
That for the turbine is Test Point 5A at increased loading and 
take-off Reynolds number. The experimental evidence for this 
portion of the discussion is found in Section 7.0 of Part 2 for 
the compressor and Section 12.0 of Part 3 for the turbine. 

In a steady flow over an airfoil operating near zero incidence 
angle, the boundary layer develops on the suction surface in a 
manner similar to that described in Fig. 8, with the particular 
mode and location of transition dependent on the specific flow 
conditions and airfoil design. However in the unsteady, 
multistage environment of turbomachinery, this picture is modi­
fied substantially as blade rows move relative to each other and 
wakes from upstream airfoils periodically wash over the surface 
of the downstream airfoil. In this process, the increased turbu­
lence intensity (disturbance level) in the convecting wake pene­
trates into the laminar boundary layer on the airfoil surface. At 
some location downstream from the leading edge, these wake 
disturbances initiate turbulent spots, i.e., the wakes initiate or 
induce boundary layer transition before it would have otherwise 
occurred in the laminar region. 

As these turbulent spots within this newly created, wake-
induced transitional boundary layer convect along the suction 
surface, they map out a wake-induced path that can be repre­
sented on an s-t diagram in a manner analogous to that shown 
for the convecting (shaded) turbulent spot in Fig. 9(b). For 
turbomachinery, these are seen as regions "B" in the s-t dia­
grams shown in Figs. 10(a, b) for compressor and turbine 
blading, respectively. We have named region B a "wake-in­
duced transitional strip.'' It has leading and trailing boundaries 
defined approximately by the convection velocities of the spot 
shown in Fig. 9(b). Transition onset for region B begins at a 
distance LB from the leading edge in Fig. 10. When transition 
is completed within region B and the boundary layer becomes 
turbulent, this strip continues to the trailing edge as a wake-
induced turbulent strip C, which is also marked in the figure. 

In the path between wakes shown in Figs. 10(a, b), the 
boundary layer development is influenced by more than just the 
level of free-stream turbulence and the pressure gradient. The 
path between wakes can also be affected strongly by the calmed 
region. It is recalled in Fig. 9 that a calmed region follows a 
convecting turbulent spot. In turbomachines, such calmed re­
gions, labeled " D " in Figs. 10(a, b), follow the turbulent 
spots generated in wake-induced regions B. As in Fig. 9(b), 
the trailing boundary of calmed region D in Fig. 10(a) (dashed 
line between regions A and D) convects at about 0.3 V*,. Just 
as the shear stress decays in the calmed region behind the spot 
in Fig. 9(c) , so it decays across the calmed regions between 
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wakes in Figs. 10(a, b). The higher shear stress in calmed 
region D is one of the characteristics thought to be effective in 
suppressing flow separation and delaying transition in the region 
between wakes. In addition, the periodic unsteadiness of the 
wake influences boundary layer growth. 

Thus, the unsteady boundary layers on turbomachinery 
blading develop along two separate, but coupled paths 
marked as © and © in Fig. 10. The first path, called the 
wake-induced path, lies approximately under the wake tra­
jectory but lags the wake somewhat. The second path lies 
between wakes. Along both paths the boundary layer clearly 
goes from laminar to transitional to turbulent, with the loca­
tion of transition onset in each path strongly tied to the 
level and distribution of turbulence intensity, the Reynolds 
number, and the airfoil loading. The two paths are coupled 
by a calmed region which, being generated by turbulent spots 
produced in the wake-induced path, decays asymptotically 
across the region between wakes. For our case, the mode 
switching (in time) from the non-wake region to the wake-
induced strip occurs in a small fraction of a blade passing 
period. Each path is described in more detail below. 

The great extent of laminar and transitional flow for both the 
compressor and turbine blading is a most striking feature of our 
data. Previous assumptions of predominantly turbulent bound­
ary layers on multistage turbomachine blading are not correct. 
For the compressor, the laminar region between wakes persisted 
well past minimum pressure to near midsurface length. 

The Wake-Induced Path. This path, shown as © in Figs. 
10(a, b), consists of the portion of laminar region A that lies 
under the wake trajectory, the wake-induced transitional strip 
B, and the wake-induced turbulent strip C. 

The laminar portion of this path occupies only about 20 per­
cent of the wake-passing period. It leads directly into wake-
induced transitional strip B. Our data show that transition does 
not begin at the leading edge, but rather begins some distance 
downstream marked as LB in the figures. Generally, LB is greater 
for the turbine than it is for the compressor due to the different 
nature of their surface pressure distributions. 

The discovery that wake-induced strips B are transitional in 
nature and not fully turbulent is an important finding of this 
present investigation because it helps formulate a more general, 
consistent picture of boundary layer development than pre­
viously described. When constructing transition models, some 
have assumed that the process of wake-induced transition would 
immediately produce a fully turbulent strip with an intermit­
tency of one. Our data show that this is not the case. Instead, 
transitional flow occupies a considerable portion of the suction 
surface. Transition in these strips occurs via the bypass mode 
at this baseline condition. The strips are well-defined and rela­
tively narrow, being typically 20 percent of the wake-passing 
period. 

The wake-induced turbulent strips C, that follow region B, 
expand in a streamwise sense more rapidly for the compressor 
than they do for the turbine. Region C extends to the trailing 
edge. 

The Path Between Wakes. This path, shown as @ in Figs. 
10(a, b), follows the wake in time. It consists of the remaining 
laminar region A, the calmed region D, and the regions of 
transition and turbulent flow between wakes labeled E and F, 
respectively. 

The calmed region D begins at the trailing boundary of region 
B and extends into the laminar region between wakes. Since 
the calmed region results from turbulent spot production and 
growth in region B, its degree of effectiveness in suppressing 
flow separation and transition onset between wakes is related 
to intermittency levels within region B, i.e., to the fraction of 
the time the flow within B is turbulent. At locations along the 
airfoil surface where intermittency within B is relatively high, 
the calming can be very effective, provided this location of high 

intermittency is upstream of location LE, which marks transition 
onset between wakes for region E. w 

In our compressor, the calmed region begins well upstream 
of location LE as illustrated in Fig. 10(a). However the location 
of high intermittency within B does not occur until just prior 
to LE. Consequently, our calmed region is only moderately ef­
fective in suppressing flow separation and transition onset. 
Lower intermittency over the first half of region B means that 
turbulent spots and calming are absent for some wake-passing 
events. This allows transition of the noncalmed flow to occur 
at point 4, which in turn produces a positive slope for the 
ensemble-average line of transition onset between wakes (line 
connecting points 3 and 4) . Negative slopes to this line will be 
seen at high loading in Section 5.3 (Fig. 10(e)). 

The calmed effect diminishes across the wake-passing period 
as shear stress levels decay. At location "S" in Fig. 10(a) 
where the least calming occurs, the boundary layer profiles 
become inflectional and flow separation becomes imminent. 
This is the location that would be most susceptible to separated 
flow transition when operating conditions change. 

With flow separation suppressed by calming for the compres­
sor, transition between wakes in region E of Fig. 10(a) occurs 
via the bypass mode. On the downstream side of region E, 
transition is progressively terminated by the growth of the adja­
cent wake-induced turbulent strip C into the region of transition 
between wakes E. 

For our turbine in Fig. 10(b), the calmed region is less 
extensive. The locations of transition onset between wakes now 
correlate strongly with the level and distribution of incoming 
turbulence intensity over the blade passing period. Transition 
in region E occurs strictly via the bypass mode. A region of 
nonturbulent calmed flow, region G, persists to the trailing edge. 
Region G results for two reasons: (1) the very low incoming 
turbulence intensity over a small portion of the wake-passing 
period for this nozzle Nl /nozzle N2 clocking, and (2) a calmed 
region created by the turbulent spots in region E. It will be seen 
that the appearance of region G depends on the clocking of 
nozzle N\ relative to that of nozzle JV2. 

The difference in the extent of the calmed effect between the 
compressor and turbine is seen by comparing the relative sizes 
of regions D in Figs. 10(a, b). This results from differences in 
intermittency along the wake-induced transitional strip, differ­
ences in time scales based on boundary layer thickness, and 
differences in reduced frequency, fk, for each machine. Since 
reduced frequency is the ratio of convective to periodic time 
scales, the lower reduced frequencies for our turbine result in 
lower residence times (relative to wake passing) for fluid parti­
cles in the passage. Therefore the calmed region in our turbine 
has less time to grow than it has in our compressor. 

Turbulent boundary layers between wakes, identified as re­
gions F in Figs. 10(a, b), follow transitional regions E and 
extend to the trailing edge. Near the trailing edge for both the 
compressor and turbine, significant temporal variations of the 
integral parameters of the turbulent boundary layer occur as 
time proceeds from region C to region F. 

On the pressure surface, wake-induced strips B are present. 
However, boundary layer transition occurs close to the leading 
edge because of the adverse pressure gradient in that region. 

5.2 The Effect of Reynolds Number Variation. The ex­
perimental evidence for this portion of the discussion is found 
in Section 8.0 of Part 2 for the compressor and Section 13.0 of 
Part 3 for the turbine. 

In general, the boundary layers on both the compressor and 
turbine blading respond in a similar manner to changes in Reyn­
olds number until very low values are attained, where differ­
ences occur. As Reynolds number is reduced, the turbulence 
intensity in the wakes is less able to destabilize the laminar 
region. Consequently, the wake-induced transitional strips, B, 
weaken; they become more diffuse and the locations of transi-
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tion onset, LB in Figs. 10(A, b), move further downstream on 
the airfoil surface. 

As Reynolds number is reduced for compressors, the calmed 
regions weaken as the wake-induced transitional strips weaken. 
This allows intermittent flow separation to occur between wakes 
at location " S " in Fig. 1 0 ( A ) . With continued reduction in 
Reynolds number, a region of separated flow at S grows across 
the wake-passing period. Transition via laminar separation in­
creasingly replaces bypass transition as the calmed effect weak­
ens. At stage-average Reynolds numbers less than about 105, 
separated flow transition completely replaces bypass transition 
across the entire wake-passing period as shown in Fig. 10(c). 
The wake now has only a modulating effect on the boundary 
layer rather than a mode switching effect on transition, as seen 
by the modulating reattachment line. For stage-averaged Reyn­
olds numbers greater than 3.0 X 105, little variation from Fig. 
10(a) was observed. 

As Reynolds number is reduced for turbines from take-off 
values in Fig. 10(b) to cruise values, the perturbed laminar 
region extends very far downstream, as shown in Fig. 10(d). 
Transition in the wake-induced path does not begin until well 
into the region of diffusion on the aft portion of the airfoil and 
extends to the trailing edge. Between wakes, a rather strong 
calmed region D develops as shown in Fig. 10(d). This inhibits 
flow separation between wakes and enables a large region of 
attached, transitional flow in region E to persist to the trailing 
edge. This is in contrast to conventional boundary layer calcula­
tions in Part 4, which predict laminar separation to occur prior 
to 80 percent SSL for this blading. 

These Reynolds number findings have important implications 
for researchers doing experimental work. For compressors, the 
Reynolds numbers at engine design-point operation are in the 
range from 5.0-8.0 X 105. To model this, one should conduct 
research at stage-average, aerodynamic Reynolds numbers 
greater than 3.0 X 105 (above the "knee" in the loss versus 
Reynolds number curve). As Reynolds number is reduced be­
low this value, the flow picture becomes increasingly less rele­
vant to the medium and large engine environment. Loss will be 
seen to also increase. For turbines, testing at both take-off and 
cruise Reynolds numbers is important. 

5.3 The Effect of Loading Variation. The experimental 
evidence for this portion is found in Section 9.0 of Part 2 for 
the compressor and Section 14.0 of Part 3 for the turbine. 

In general, the boundary layers on both the compressor and 
turbine blading respond in a similar fashion to changes in airfoil 
loading. As loading is increased, the wake-induced transitional 
strips B become stronger with the location of transition onset 
and the region of higher intermittency for the strip moving 
toward the leading edge. Other regions of transitional and turbu­
lent boundary layers also move toward the leading edge. 

As compressor loading is progressively increased, the loca­
tion of peak velocity on the airfoil suction surface moves toward 
the leading edge (see Fig. 3(a)) and the turbulence intensity 
of both the incoming wakes and the region between wakes 
increases. The increased turbulence intensity of the wakes is 
more effective in initiating transition along the wake-induced 
path. Consequently, the location of transition onset for wake-
induced transitional strip B moves progressively toward the 
leading edge. This is seen by noting the decrease in length of 
line L„ as one proceeds from Fig. 10( / ) to 1 0 ( A ) to 10(e). 

Eventually the transitional strip begins at the leading edge as 
shown in Fig. 10(e), its transition length becomes very short 
and the strip functions as a wake-induced turbulent strip for all 
practical purposes. High levels of intermittency within the strip 
occur very near the leading edge and, therefore in the path 
between wakes, the calmed region D is very effective in inhib­
iting flow separation and delaying transition. This results in a 
longer region of nonturbulent (laminar-like) flow, which ex­
tends along the most calmed portion of the calmed region past 

point 4 all the way to point 5 in Fig. 10(e). This in turn produces 
a negative slope for the line of transition onset (line connecting 
points 3 and 5). Without this strong calming, as for example 
in the baseline in Fig. 1 0 ( A ) , there is transitional flow and a 
positive slope for transition onset at point 4. 

As loading is increased, the wake-induced turbulent strip C 
moves upstream (compare Fig. 10(e) with Fig. 1 0 ( A ) and its 
trailing boundary progressively terminates the region of transi­
tion between wakes, E. This causes this region E to occupy a 
smaller percentage of the wake-passing period. Transition oc­
curs everywhere via the bypass mode. Near stall for this case, 
laminar separation occurs near the leading edge, followed by 
turbulent reattachment and a turbulent boundary layer to the 
trailing edge. 

As loading of the LP turbine is progressively increased, the 
wake and non-wake regions retain their identity but move up­
stream as seen by comparing Fig. 10( / ) with the baseline Fig. 
\0(b). Transition onset is strongly influenced by local pressure 
gradient and by the distribution of inlet turbulence intensity 
across the wake-passing period. 

On the pressure surface, transition occurs near the leading 
edge for both the compressor and turbine as loading is varied. 
At negative incidence, separated flow transition occurs at the 
leading edge with turbulent reattachment shortly thereafter. At 
positive incidence, wake-induced strips and regions of transi­
tional and turbulent boundary layers appear between wakes. 

5.4 The Effect of Reducing Wake Frequency. The ex­
perimental evidence for this is found in Section 10.1 of Part 2 
for the compressor. 

The frequency of occurrence of the upstream wakes was 
reduced by removing one airfoil from the third-stage rotor of 
the compressor, leaving all other airfoils unchanged. This re­
duced the local solidity of this one effected rotor passage from 
1.11 to 0.56. 

The resulting picture of boundary layer development becomes 
more complex as multimode transition takes place between 
wakes. This can be seen by comparing Fig. 10(g) with the 
baseline sketch in Fig. 1 0 ( A ) . Up until the shear stress decays 
and the calmed effect runs out, the picture in Fig. 10(g) is the 
same as that in Fig. 10(a) and transition in region E occurs via 
bypass transition. However, as the calmed effect in region D 
dies out when the spacing between wakes is increased, a large 
region of separated flow transition, E', now appears across the 
wake-passing period as shown in Fig. 10(g). The length of the 
transition zone in region E' is much shorter than that following 
calmed region D. After flow reattachment, a turbulent boundary 
layer F' extends to the trailing edge. 

5.5 Effects of Nozzle-Nozzle Interaction (Clocking). 
The experimental evidence for this portion of the discussion is 
found in Section 15.0 of Part 3 for the turbine. 

Significant wake interaction can occur in a LP turbine as 
upstream nozzle M wakes convert through the following rotor 
R\ (Arndt, 1993). Depending upon the relative circumferential 
position (clocking) of nozzles N\ and N2 in Fig. 4, this convec­
tion of M wakes through rotor one produces a different distribu­
tion of turbulence intensity entering the downstream nozzle N2. 
Since the boundary layer development along the surface of 
nozzle N2 is strongly tied to the distribution of inlet turbulence 
intensity, this interaction also produces a different boundary 
layer picture on N2. 

The boundary layer development on N2 for N\ clocked about 
40 percent of relative pitch compared to that for the baseline is 
sketched in Fig. 10(h). The rotor wakes still produce wake-
induced transitional/turbulent strips B and C. However, the 
wake segments from upstream nozzle M create their own transi­
tional/turbulent strips as shown in the figure. Consequently, the 
periodic variations in the boundary layer occur at twice the 
blade passing frequency at the trailing edge compared to those 
for the baseline in Fig. \0(b). At the relative clocking position 
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of Fig. 10(A), the distribution of incoming turbulence intensity 
is such that no region G, as seen in Fig. 10(b), is distinguish­
able. The implications of nozzle clocking on loss are discussed 
in Section 17.3 of Part 4. 

5.6 Effects of Wake-Turbulence Intensity. The experi­
mental evidence for this portion of the discussion is found in 
Section 10.2 of Part 2 for the compressor. 

The turbulence intensity of an incoming wake was varied 
while leaving all other test conditions the same. This was ac­
complished by inserting a small-diameter rod into the rotor disk 
where the one rotor airfoil had previously been removed from 
the third-stage rotor of the compressor. 

The boundary layer development when the wake-turbulence 
intensity from the rod is high («* 16 percent) is sketched in Fig. 
10(0- All other test conditions are the same as those for base­
line Test Point 2B. The picture is now very different from 
that for the compressor baseline in Fig. 10(a) where wake-
turbulence intensity is 5.5 percent. At high wake-turbulence 
intensity in Fig. 10(f), a very strong wake-induced transitional 
strip, B, forms at the leading edge and already has high intermit-
tency near the leading edge. The wake-induced turbulent strip, 
C, begins much closer to the leading edge and extends to the 
trailing edge. The associated calmed region D is extensive and 
strong. The calming effect eliminates any tendency for flow 
separation and significantly delays transition onset. The onset 
of bypass transition in region E between wakes is now well aft 
on the airfoil surface, as seen by comparing the length of line 
LE in Fig. 10(f) with that in Fig. 10(a). The slope of the 
boundary of transition onset (line connecting points 3 and 5) 
is negative. The trailing boundary of the wake-induced turbulent 
strip, C, progressively terminates the region of transition be­
tween wakes E. 

The wake-induced strips at increased wake turbulence inten­
sity in Fig. 10(f) look like those at high loading in Fig. 10(e). 
However, the region E of transition between wakes is much 
farther aft in Fig. 10(f) than it is in Fig. 10(e) because (1) 
calming is stronger, (2) the turbulence intensity between wakes 
is lower, and (3) the region of peak velocity is farther aft on 
the airfoil surface for the test conditions of Fig. 10(f). 

Conclusions 

The following conclusions about boundary layer develop­
ment in compressors and LP turbines are drawn from our experi­
mental work. 

1 Unsteady, periodic boundary layers develop on turboma-
chine airfoils along the following two separate paths that 
are coupled by a calmed region: 
• the wake-induced path (or strip), which lies approxi­

mately under the convecting wake trajectory and 
generates the calmed region, and 

• the path between wakes, which follows the wake-
induced path and contains the calmed region. 

2 The higher shear stress in the calmed region is effective 
in suppressing flow separation and delaying transition 
onset in the region between wakes. Its effectiveness is 
related directly to the intermittency level in the wake-
induced path. 

3 Engineers can use the plan-form structure of unsteady 
boundary layers, as given in Fig. 10 of Part 1, to con­
struct similar pictures for their designs and thus evaluate 
the extent of transition regions and calming. 

4 Previous assumptions of predominantly turbulent 
boundary layers on multistage turbomachine blading 
were convincingly shown to be incorrect. Along both 
paths the boundary layer clearly goes from laminar to 
transitional to turbulent, with great extents of laminar 
and transitional flow being found in this research. 

5 The discovery that long, wake-induced transitional strips 
can be present in turbomachinery shows that wake-in­
duced transition does not immediately produce a fully 
turbulent strip with an intermittency of 1.0, as assumed 
by some researchers. 

6 The mode switching (in time) from the non-wake path 
to the wake-induced strip within the laminar region typi­
cally occurs in a small fraction of a blade passing period. 
Although the strips are well defined and relatively nar­
row, a conventional quasi-steady analysis of these re­
gions may not be adequate if the coupling effects of 
calming are not incorporated. 

7 As Reynolds number is reduced, the wake-induced tran­
sitional strips weaken and form further downstream on 
the airfoil suction surface. Profile loss increases. 
• For compressors, the calmed regions weaken and 

transition via laminar separation becomes increasing 
more prevalent than bypass transition. 

• For LP turbines, calmed regions suppress flow sepa­
ration in the aft portion of the airfoil at cruise. 

8 As loading is increased, the wake-induced transitional 
strips form further upstream. 
• For compressors, transition length becomes progres­

sively shorter, the strip functions as a turbulent strip 
for practical purposes and the calmed region be­
comes more effective. 

• For LP turbines, transition can be initiated by even 
slight diffusion in the loading distribution. 

9 When wake frequency (reduced frequency) is high 
enough that calming does not decay before the appear­
ance of the next wake, bypass transition dominates be­
tween wakes. Where calming runs out when wake fre­
quency is reduced, separated-flow transition dominates. 

10 Great care must be exercised when using rods to simu­
late airfoil wakes so that correct levels of wake turbu­
lence intensity are produced. 

11 The relative clocking of turbine nozzle rows has a sub­
stantial impact on boundary layer development and loss 
at midspan. 

12 For the pressure surface, transition occurred in the region 
of adverse pressure gradient near the leading edge for 
the type of blading tested. 
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Boundary Layer Development in 
Axial Compressors and Turbines: 
Part 4 of 4—Computations 
and Analyses 
This is Part Four of a four-part paper. It begins with Section 16.0 and concludes the 
description of the comprehensive experiments and computational analyses that have 
led to a detailed picture of boundary layer development on airfoil surfaces in 
multistage turbomachinery. In this part, the computational predictions made using 
several modern boundary layer codes are presented. Both steady codes and an un­
steady code were evaluated. The results are compared with time-averaged and un­
steady integral parameters measured for the boundary layers. Assessments are made 
to provide guidance in using the predictive codes to locate transition and predict 
loss. Conclusions from the computational analyses are then presented. 

16.0 Description of Computational Analyses 

Several different computational analyses of varying degrees 
of complexity were evaluated. The simplest of these were 
steady-flow boundary layer codes that are used regularly in the 
design of turbomachinery blading. They require the least 
amount of user orientation and computational time. Next, a 
steady-flow Navier-Stokes solver, which requires substantial 
user orientation, was run. Finally, a time-unsteady approach, 
developed very recently, was evaluated. Each technique is sum­
marized below. 

16.1 Steady Boundary Layer Analyses 

STANX. The STANX code is a version of STAN5 originally 
developed by Crawford and Kays (1976). It solves the two-
dimensional, compressible form of the boundary layer equa­
tions. The code utilizes a mixing-length turbulence model that 
has been modified to account for pressure gradient. No implicit 
capability to handle boundary layer transition is included in 
STANX. The user can specify as a program input the location 
of transition onset as determined using a desired correlation. 
The length of transition, however, cannot be specified. 

KEP. The KEP code, described by Zerkle and Lounsbury 
(1987), is a modified version of STANX that incorporates a 
low-Reynolds-number k- e turbulence model. Values of turbu­
lence intensity and length scale at the blade-row inlet provide 
the necessary boundary conditions for the k (turbulence kinetic 
energy) and the e (dissipation rate of turbulence kinetic energy) 
equations. An inherent feature of k- e models is that flow transi­
tion is simulated directly by the diffusion of turbulent kinetic 
energy from the free stream into the laminar boundary layer. 

Contributed by the International Gas Turbine Institute and presented at the 40th 
International Gas Turbine and Aeroengine Congress and Exhibition, Houston, 
Texas, June 5-8 , 1995. Manuscript received by the International Gas Turbine 
Institute April 7, 1995. Paper No. 95-GT-464. Associate Technical Editor: C. J. 
Russo. 

Hence, no explicit modeling of transition onset or length is 
employed. 

16.2 Steady CFD Analysis. The second approach used a 
Navier-Stokes (NS ) solver developed for optimizing the design 
of turbomachinery blade rows (Jennions and Turner, 1993). It 
solves the steady-state form of the compressible, Reynolds-
averaged Navier-Stokes equations in two or three dimensions 
for a single blade row. A number of turbulence models are 
available. For this work, the algebraic Baldwin-Lomax turbu­
lence model (ibid.) was used. This model, while simplistic, has 
the important flexibility of allowing the user to specify the 
location of transition onset (i.e., the point where the turbulence 
model is turned on). 

16.3 Unsteady Boundary Layer Analysis 

Fan—Lakshminarayana Code. Time-unsteady solutions were 
obtained using the computational approach developed by Fan 
and Lakshminarayana (1996). The unsteady flow field is first 
computed using a time-accurate, unsteady Euler solver. This 
solution provides the input conditions for a two-dimensional, 
unsteady boundary layer code. The boundary layer code em­
ploys a k- e turbulence model developed for unsteady turbulent 
boundary layers. As with the KEP code described above, the 
prediction of flow transition is determined implicitly by the 
turbulence model. 

16.4 Running the Codes. The input to the codes con­
sisted of aerodynamic parameters and blading geometry. All 
aerodynamic parameters we're determined directly from our ex­
perimental measurements. For unsteady flow calculations, val­
ues of reduced frequency and the time-varying distributions 
of blade-row inlet velocity and turbulence intensity were also 
provided. 

Truly blind solutions from the Fan-Lakshminarayana code 
were generated by the code developers themselves using the 
required initial input and boundary conditions were provided. 
The experimental data were under the strict control of one of 
the authors (DCW) and no information of any kind concerning 
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Fig. 42 Boundary layer characteristics diagram for the suction surface 
of the third-stage compressor stator; Re = 3.35 x 105, baseline Test 
Point 2B 
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Fig. 43 Boundary layer characteristics diagram for the suction surface 
of the second-stage turbine nozzle: take-off Re = 5.27 x 106, Test Point 
5A and Cruise Re = 1.80 x 10s, Test Point 5D 

the boundary layer measurements, the location of transition, 
etc., were provided to them a priori. 

Running STANX. The boundary layer solution from STANX 
was obtained using a three-step process. First, STANX was run 
in a laminar-only mode until flow separation halted program 
execution. Second, a characteristics diagram in ( \ s , Res) coordi­
nates was constructed using the STANX solution from step one. 
The location of transition onset was determined by noting where 
the STANX solution intersected the correlation of Abu-Ghan­
nam and Shaw (1980), which was superimposed on the dia­
gram. Third, STANX was re-run with the transition model 
turned on at the location of transition onset determined from 
step two above. 

The characteristics diagrams for the suction surface of the 
compressor stator and turbine nozzle are shown in Figs. 42 and 
43, respectively. The STANX laminar solutions X.»(Res) are 
plotted as solid lines in the figures. The Abu-Ghannam and 
Shaw (A-S) correlations appear as dashed lines for the relevant 
levels of turbulence intensity associated with the wake, the free 
stream, and the time-averaged values. When employing this 
correlation, one uses local values of turbulence intensity along 
the airfoil passage. Since our turbulence measurements indi­

cated that dissipation effects were not significant across the 
blade row, we assumed frozen turbulence kinetic energy from 
the leading edge to compute these turbulence levels. Because 
the flow accelerates along the suction surface, the magnitudes 
of turbulence intensity were reduced relative to those at the 
stator inlet. 

Also shown in Figs. 42 and 43 is the region where the acceler­
ation factor, K, is greater than 3.0 X 10"6. Such high levels of 
acceleration suppress transition of laminar boundary layers and 
relaminarize turbulent ones (Schlichting, 1979). 

The location of transition onset is determined by locating the 
point where X.e(Res) from the STANX solution crosses the vari­
ous A - S correlation lines for the local levels of turbulence 
intensity. 

Running KEP. When we ran KEP using measured levels of 
turbulence intensity as input, we found that it predicted the 
location of transition onset too far aft on the airfoil surface 
compared to our measured locations and to the A - S correlation. 
Similar inaccuracies in predicting transition onset using k-e 
models have been documented by Schmidt and Patankar 
(1991). 

N o m e n c l a t u r e 

A = laminar region on s-t diagram 
B = wake-induced transitional strip on 

s-t diagram 
C = wake-induced turbulent strip on 

s-t diagram 
d = diameter of cylindrical rod 
D = calmed region on s-t diagram 
E = region of transition between wakes 

on s-t diagram 
F = region of turbulent boundary layer 

between wakes on s-t diagram 
H = shape factor = 6*10 
K = acceleration factor = 

(vlVl)dVJds 
I = distance from rod centerline to 

measurement plane 
LE = leading edge 
Qa = lowest value (blue) of quantity in 

reference color legend for color 
figures 

Qio = highest value (red) of quantity in 
reference color legend for color 
figures 

Re = Reynolds number for compressor 
= V,,i(SSL)/v; Reynolds number 

_ for turbine = V„(SSL)/i/ 
Re = stage-averaged Reynolds number 

= 0.5(Rerotor + Restator) 
Refl = momentum Reynolds number = 

VJIv 
s = distance, the abscissa in the dis­

tance-time (s-t) diagram 
SSL = suction surface length from LE to 

TE of airfoil 
t = time, the ordinate in the distance -

time (s-t) diagram 
TE = trailing edge 
Tl = turbulence intensity 
V = velocity 

V«, = velocity at edge of boundary layer 
(free-stream velocity) 

w = wake width 
W, X, Y, and Z = trajectories on s-t di­

agrams at constant 
fraction of free-
stream velocity 

A = difference 
<5* = displacement thick­

ness 
9 = momentum thickness 

or tangential direction 
\ 9 = pressure gradient pa­

rameter = (02/ 
u)dVJds 

v = kinematic viscosity 

Subscripts 

avg = average 
fs = free-stream 
w = wake 
z = axial direction 

Journal of Turbomachinery JANUARY 1997, Vol. 119 / 129 

Downloaded 01 Jun 2010 to 171.66.16.50. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Given this inability of the KEP code to predict implicitly the 
correct location of transition onset for our data, we used an 
alternative approach. KEP was run using various values of inlet 
turbulence intensity until the location of transition onset it pre­
dicted agreed with the location obtained from the A - S correla­
tion. We then conducted our KEP analysis with this value of 
turbulence intensity. 

Running NS. The NS solutions were generated using a mod­
ified H grid containing 97 blade-to-blade and 197 streamwise 
nodes. To resolve the boundary layers adequately, we located 
28 grid lines inside y + = 30 with the nearest wall grid point 
being located inside y + = 1.0. The location of transition onset 
was specified using the A - S correlation. 

17.0 Comparison of Experimental and Computa­
tional Results 

17.1 Steady Integral Parameters. Steady-state solutions 
are presented for the suction surface of both the compressor 
and turbine. Compressor results are shown for the baseline con­
ditions (Test Point 2B) while those for the turbine are shown 
at take-off and cruise Reynolds number at increased loading 
(Test Points 5A and 5D, respectively). Computational results 
are presented in terms of displacement thicknesses, <5*, momen­
tum thicknesses, 6, momentum Reynolds number, Ree, and 
shape factor, H = 8*16. In all cases, the computed values are 
compared directly with time-averaged experimental measure­
ments. 

Compressor Baseline (Test Point 2B) 
Transition onset. The location of transition onset for the 

STANX, KEP, and NS solutions was determined from the A -
S correlation using the time-averaged local turbulence intensity. 
Denoted as point 1 in Fig. 42, this location is approximately mid­
way between the observed locations of wake-induced and non-
wake-induced transition found in Fig. 13(a) of Part 2. Additional 
aspects relating to Fig. 42 are noteworthy. At the local level of 
turbulence intensity of the wake, TIW = 4.4 percent, transition 
onset is predicated to occur at 24 percent SSL (point 2 of Fig. 
42). This is in reasonable agreement with the measured location 
of 19 percent SSL for wake-induced transitional strip B shown in 
Fig. 13(a). At the local turbulence level occurring between wakes, 
TIfs =1.1 percent, laminar separation is predicted to occur prior 
to transition onset. However, our data show no flow separation 
occurring between wakes. Thus as a result of calming, the nontur-
bulent flow between wake-induced strips remains attached signifi­
cantly farther downstream than predicted by this ' 'classical'' calcu­
lation for steady laminar boundary layers. 

Integral parameters. A comparison of measured and com­
puted values of integral boundary layer parameters is shown in 
Fig. 44. The KEP solution was obtained with an inlet turbulence 
intensity of 4.9 percent. Calculations from the Fan-Lakshmi-
narayana code were obtained from a time average of their un­
steady solution. Time-averaged values of the measurements are 
shown as symbols for the six streamwise locations where bound­
ary layer surveys were made. In addition, values for trajectories 
W and Z are also shown to illustrate the variation of the unsteady 
parameters about the average. 

The computed solutions are in quite good agreement with 
the time-averaged boundary layer measurements in Figs. 4 4 ( a -
c). Changes in the rate of increase of the parameters are appar­
ent at about 38 percent SSL, the location of transition onset. 
Near the trailing edge, values of computed momentum Reynolds 
number in Fig. 44(c) vary within about 15 percent of the mea­
surements. 

The difference in the nature of transition between the mea­
sured and computed boundary layers is shown by the variation 
in shape factor in Fig. 44(d). The sharp decrease of shape 
factor from laminar to turbulent levels at 38 percent SSL charac­

terizes the "point-transition" nature of the STANX and NS 
solutions. This illustrates the consequence of not accounting for 
transition length downstream of the onset location. KEP shows 
only a slightly more gradual decline. The Fan-Lakshminara-
yana solution predicts a longer transition length with transition 
onset located near 42 percent SSL. Consequently, the distribu­
tion of shape factor follows the measured trend more closely. 

Values of shape factor predicted by the NS code for the 
laminar region (s < 40 percent SSL) are about 10 percent less 
than those from the other solutions. This follows from the slight 
overprediction of momentum thickness in this region (Fig. 
44(b)) and likely is caused by limitations in grid density near 
the leading edge. 

The computed solution at increased loading (Test Point 3) 
showed the same trends. 

Turbine Baseline (Test Point 5A). At the take-off Reynolds 
number, calculations were obtained from the KEP and STANX 
steady codes and from the Fan-Lakshminarayana unsteady 
code. 

The location of transition onset for STANX and KEP was 
determined using the A - S correlation at the time-averaged local 
turbulence intensity in Fig. 43. Transition onset (point 1) occurs 
at 51 percent SSL. This coincides with the earliest observed 
location of transition onset between wakes shown at 52 percent 
SSL (point 17) in Fig. 28(a) of Part 3. Along the wake-induced 
path, transition onset was predicted by the correlation to occur 
at 32 percent SSL (point 2, Fig. 43), which agrees with the 
measured value at point 3 in Fig. 28(a) . 

For the KEP solution, a value of!77KEP = 2.5 percent was 
required to locate transition onset at the desired value of 51 
percent SSL. The actual location of transition onset predicted 
by KEP was found to be very sensitive to the selected value of 
inlet turbulence intensity. Lowering 77KEP just 0.3 percent 
moved transition onset downstream tp about 70 percent SSL. 

Agreement between measured and, computed values of dis­
placement thickness, momentum thickness, and momentum 
Reynolds number is generally good in Figs. 45 (a-c). The sharp 
decrease of shape factor from laminar to turbulent levels at 
48 percent SSL in Fig. 45 (d) again characterizes the "point-
transition" nature of STANX. The Fan-Lakshminarayana code 
appears to predict the correct location and extent of transition. 
In actuality, this code predicts a shorter-than-observed transition 
length along all trajectories W, X, Y, and Z. However, because 
the location of transition onset varies along the trajectories, the 
predicted time-averaged distribution of shape factor appears to 
match the measurements. This will be seen in the unsteady 
solution presented below. 

Turbine Cruise Reynolds Number (Test Point 5D). Bound­
ary layer calculations were obtained at cruise Reynolds number 
of 1.80 X 105 for the STANX and KEP codes only. The Fan-
Lakshminarayana code had convergence problems of the Euler 
solver because of the low Mach number. 

The STANX laminar-only solution for this test case predicted 
that laminar separation occurs prior to boundary layer transition 
associated with the time-averaged, local turbulence intensity. 
However, the experimental data showed that the flow remained 
attached to the trailing edge as a result of wake-induced transi­
tion and the calmed effect. Consequently, transition onset for 
both STANX and KEP solutions was placed just prior to pre­
dicted separation (point 3 in Fig. 43). This is just downstream 
of the measured location of the onset of wake-induced transition 
at 71 percent SSL (point 4 in Fig. 43). For the KEP solution, 
a value of 77 = 3.3 percent was required to locate transition 
just prior to laminar separation. 

The resulting distributions of momentum thickness and mo­
mentum Reynolds number in Figs. 46(b-c) agree reasonably 
well with the measurements. Downstream of the imposed loca­
tion of transition onset, both codes underpredict shape factor in 
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Fig. 44 Comparison of measured and computed boundary layer parameters for the suction surface of the third-stage compressor stator; 
baseline Re = 3.35 x 105, Test Point 2B 

Fig. 46(d), which results from a lower-than-measured displace­
ment thickness in Fig. 46(a) near the trailing edge. 

17.2 Unsteady Computations. Unsteady boundary layer 
calculations were obtained using the Fan-Lakshminarayana 
code for both the compressor and turbine baseline test cases. 

Compressor Baseline (Test Point 2B). Computed s-t dia­
grams of shape factor and momentum Reynolds number along 
the suction surface are shown in Figs. 47(a, b) for the third-
stage stator operating at baseline conditions. Distributions of 
shape factor along trajectories W, X, Y, and Z are shown in 
Fig. 47(c). The relative phases of these trajectories and the 
letters describing the regions of boundary layer development 
are the same as those used in Part 2 for the compressor. The 
distribution of inlet turbulence intensity used for the computa­
tion, labeled 77, is superimposed onto the s-t diagrams. 

The laminar region A in Figs. 47(a, b) extends downstream 
from the leading edge to about 40 percent SSL. Up until peak 
velocity, values of shape factor in this region are consistent 
with those of an accelerating laminar flow. Very little periodic 
variation associated with wake interaction is evident. Along the 
wake-induced path W, the shape factor of the laminar boundary 
layer remains nearly constant up to point 1 in Fig. 47(a) and 
in Fig. 47(c). Between wakes from 20 to 40 percent SSL, 
indicated by points 2 and 3 in Figs. 47(a, c), the shape factor 
increases in response to the adverse pressure gradient. 

The start of wake-induced transition near 40 percent SSL is 
identified by the significant decrease in shape factor along trajec­
tory W (point 4 in Figs. 47(a, c)). This is brought about by the 
higher level of turbulence in the rotor wake. The predicted location 
of the onset of wake-induced transition occurs about 20 percent 

farther downstream than that measured in Fig. 13(a) of Part 2. 
The wake-induced transitional region that develops downstream 
of transition onset is labeled region B in Figs. 47(a, ft). As indi­
cated in Fig. 47(c), transition along W extends from 40 to 52 
percent SSL giving a predicted transition length of 12 percent of 
SSL, which is significantly shorter than the measured extent of 43 
percent of SSL. The turbulent boundary layer occurring along the 
wake-induced path is labeled region C. 

Between the wake-induced paths the turbulence intensity is 
lower and transition onset modulates along the surface aft of 
points 2 and 3, as shown by the dashed line. The highest values 
of shape factor occur just prior to transition onset at point 3 in 
Figs. 47 (a, c). Unlike the conclusions drawn from the measure­
ments, this increase in shape factor is not attributed to calming 
effects since this computational approach does not account for 
them. Rather, much of this variation is likely due to periodic 
effects captured in the unsteady solution. 

The region of flow transition between wake-induced paths is 
labeled E in Figs. 47(a, b). The length of transition varies 
across this region as the line of transition completion also modu­
lates. In general, the location of transition onset and the extent 
of transition along trajectories X, Y, and Z agree reasonably 
well with the measurements. 

A turbulent boundary layer in region F follows region E and 
extends to the trailing edge. The momentum Reynolds number 
for the turbulent boundary layer in Fig. 41(b) increases signifi­
cantly. Near the trailing edge, shape factors along all trajectories 
increase slightly due to the continued flow deceleration. 

Time-Varying Integral Parameters. Computed boundary 
layer parameters across one wake passing period are shown in 
Fig. 48 for the same six streamwise locations where traverse 
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Fig. 45 Comparison of measured and computed boundary layer parameters for the suction surface of the second-stage turbine nozzle; take­
off Re = 5.27 x 106. Test Point 5A 

measurements were shown in Fig. 16 of Part 2. Ordinate scales 
for like parameters are identical to facilitate comparison. The 
unsteady computations exhibit some of the general features 
shown by the measurements. The computations of 6*, 8, and 
Res show a periodic variation with peak values occurring along 
the wake-induced regions. However, the computed periodic 
variations are more sinusoidal than the measurements, which 
show a more defined peaking of the wake-induced region. This 
is likely due to the diffusive character of the turbulence model 
and uncertainties in accounting for unsteady effects. 

The computed shape factors are all below 3.0 in Fig. 48(d), 
while the measurements in Fig. 16(d) show that the flow is on 
the verge of separation along trajectory Z near 50 percent SSL. 

Turbine Baseline ( Test Point 5A). Computed s-t diagrams 
of shape factor and momentum Reynolds number are shown 
along the suction surface in Figs. 49(a, b) for the second-stage 
turbine nozzle operating at baseline conditions. Distributions of 
shape factor for trajectories W, X, Y, and Z are shown in Fig. 
49(c). Results are presented in a manner similar to that de­
scribed for the compressor. 

A prominent region A of laminar flow extends downstream 
from the leading edge. Shape factors, being equal to about 2.4, 
have little periodic variation. 

Along a wake-induced trajectory W, the higher levels of tur­
bulence initiate wake-induced transition directly downstream of 
30 percent SSL at point 1. This location agrees with the mea­
sured start of transition in Fig. 28(a) of Part 3. However, the 
predicted length of the wake-induced transitional region B (17 
percent of SSL) in Fig. 49(a) is significantly shorter than that 
observed experimentally (48 percent of SSL). 

Between wake-induced regions, the decreasing shape factors 
along points 1-2-3 denote transition onset and parallel the distri­
bution of turbulence intensity in Fig. 49(a) . The computed 
location and character of transition onset at point 2 agrees with 
the measurements at point 17 in Fig. 28(a) . The computed 
shape factors for point 3 in Fig. 49(a) remain at laminar levels 
to 90 percent SSL, which is well aft of minimum pressure. 
This region is similar to region G of Fig. 28(a) , although the 
measured location of transition onset occurs significantly earlier 
(55 percent SSL). It is important to note, however, that both 
decreased turbulence, calming and flow periodicity are responsi­
ble for region G in the measurements, while only turbulence 
level and periodicity produce this region in the unsteady compu­
tations. This is an important distinction in the physics of this 
model, which contains no explicit calming. 

As noted in Section 17.1, the predicted length of transition 
along each trajectory in Fig. 49(c) is relatively short compared 
to the measurements. However, because the location of transi­
tion onset varies along the trajectories, the predicted time-aver­
age distributions seen in Fig. 45 (a") appears to match the mea­
sured length and onset location of transition. 

Turbulent boundary layers, denoted as regions C and F, de­
velop downstream of transitional regions B and E in Figs. 49 (a, 
b). While shape factors in these regions are nearly uniform, 
the momentum Reynolds number shows considerable periodic 
variation. 

Time- Varying Integral Parameters. The individual distribu­
tions of displacement thickness, momentum thickness and mo­
mentum Reynolds number shown in Fig. 50 (a -c ) agree reason­
ably well in both magnitude and trend with the measurements in 
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Fig. 46 Comparison of measured and computed boundary layer parameters for the suction surface of the second-stage turbine nozzle; cruise 
Re = 1.80 x 105, Test Point SD 

Fig. 30 (a -c ) . In the vicinity of trajectory W, the computations 
indicate a double peak with the maximum values lagging W 
values by about 10 percent of the period. This feature is not 
present in the measured distributions and may be due to uncer­
tainties in accounting for unsteady effects. For both the mea­
surements and computations, the momentum Reynolds number 
is lowest in general near trajectory Z where turbulence intensity 
is low. 

The distributions of shape factor at 50 percent SSL in Fig. 
50(d) show significantly greater magnitudes along the non-
wake paths than observed experimentally. This difference may 
reflect the inability of the computational model to account for 
the influence of high levels of turbulence on nontransitional 
laminar boundary layers. 

17.3 Aerodynamic Loss 

Compressor. A comparison of measured and predicted val­
ues of profile loss coefficient is presented in Fig. 51 for the 
third-stage compressor stator. Loss was computed using Eq. 
(13) of Part 1. Measurements are shown as open symbols and 
are identified by Test Point number. The curve adjoins measure­
ments obtained at high Reynolds numbers and over a range 
of flow coefficients. The remaining open symbols show loss 
variation with Reynolds number at one flow coefficient. 

At the baseline Test Point 2B, the stator operates at near-
optimal incidence. Its measured loss coefficient is 0.020. Loss 
increases with incidence for Test Points 3 and 4, as expected. 
At Test Point 4, the compressor is near stall. Loss also increases 
as Reynolds number is reduced for Test Points 2C and 2D. 
Compared to the baseline, the loss has more than doubled at 
the lowest Reynolds number. 

Predictions of loss coefficient determined for Test Point 2B 
using the KEP and STANX boundary layer solutions are de­
noted in Fig. 51. The upper values of each prediction were 
obtained with transition occurring at or very close to the leading 
edge. The lower values were obtained with transition onset 
located using the A - S correlation as described in Section 17.1. 
For the latter case, the loss coefficient predicted using STANX 
agreed closely with the measured value while that using the 
KEP solution was underpredicted by 16 percent. This is consis­
tent with the differing predicted values of displacement and 
momentum thickness at the trailing edge as shown in Figs. 
44(a, b). 

The effect that varying the location of transition onset has 
on predicted loss coefficient is shown further in Fig. 52 for 
the STANX solutions. The ordinate is percent change in loss 
coefficient from the reference value obtained with transition 
onset specified by the A - S correlation. Five locations of transi­
tion onset were evaluated. The loss coefficient computed with 
transition specified at the leading edge is nearly 20 percent 
greater than the reference value. As the location of transition 
onset is placed farther aft, the magnitude of the overprediction 
decreases as expected. Downstream of peak velocity, the differ­
ence is less than about 10 percent. 

Turbine. A comparison of measured and predicted values of 
loss coefficient for the second-stage turbine nozzle at increased 
loading is provided in Fig. 53. As before, measurements are 
shown using open symbols and are identified by Test Point. 

The lowest value of measured loss occurs at Reynolds num­
ber 5.27 X 105 (Test Point 5A). As Reynolds number is reduced 
from take-off to cruise levels, the loss coefficient increases 
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Fig. 47 Unsteady boundary layer calculation for the suction surface of 
the third-stage compressor stator. {a-b) s-t diagrams, (c) trajectories 
IV, X, Y, Z. Baseline Re = 3.35 x 10s, Test Point 2B. 

monotonically. At Test Point 5E, it has increased by 65 percent 
from its value at 5A. 

Additional loss measurements included in Fig. 53 were ob­
tained at Test Point 5B for six different circumferential orienta­
tions of nozzle 1 relative to nozzle 2. Nearly a 25 percent 
variation in the profile loss coefficient for nozzle 2 was observed 
as nozzle 1 was clocked circumferentially relative to nozzle 2. 
This variation is nearly 40 percent of that caused by the reduc­
tion in Reynolds number from take-off to cruise values. Thus, 
nozzle clocking can have a significant impact on LP turbine 
loss at midspan. Similar findings have been reported by Sharma 
et al. (1994) for a low-aspect-ratio turbine. 

Predicted values of loss coefficient are also shown in Fig. 53 
for take-off and cruise Reynolds numbers, Test Points 5A and 

5D, respectively. As denoted, the range in predicted loss was 
obtained by varying the location of transition onset along the 
suction surface from the leading edge (solid square symbol) to 
just prior to laminar separation (solid circle). The symbol "X" 
denotes loss prediction with transition specified using the A -
S correlation as detailed in Section 17.1. For the latter, loss 
predictions determined from KEP and STANX solutions over-
predict measured loss by 42 and 56 percent, respectively. The 
magnitude of predicted loss varied by as much as 35 percent 
depending on the specified location of transition. 

At cruise Reynolds number, loss determined with transition 
located just prior to separation was overpredicted by 6 and 
25 percent using KEP and STANX solutions, respectively. As 
expected, the maximum value of loss occurs when assuming 
turbulent flow from the leading edge. 

18.0 Discussion 
A discussion of our findings relative to our objectives in 

Section 2.2 is presented below. 

18.1 The Composite Picture. This discussion relating to 
our first objective of describing boundary layer development on 
multistage turbomachinery blading has already been presented 
in Section 5.0 of Part 1. 

18.2 Computational and Modeling Considerations. The 
second overall objective was to assess the capabilities of several 
modern codes to predict the measurements. This issue is ad­
dressed and answers are provided to describe how well these 
codes predict profile loss, the location and extent of transition, 
and other relevant features. 

General Accuracy of Computations 
Steady flow codes. In general, only when appropriate loca­

tions of transition onset were provided by the user did the 
steady-flow calculations of displacement thickness, momentum 
thickness and momentum Reynolds number from KEP, STANX 
and NS, agree well with measurements. For STANX and NS, 
the distributions of shape factor decrease abruptly from laminar 
to turbulent levels, which is characteristic of point-transition 
models. The comparison of measured and calculated values of 
displacement and momentum thickness suggests that accounting 
for transition length may improve agreement. The k-1 turbu­
lence model in KEP did not reliably predict transition onset. Its 
computed transition length was also significantly underpre-
dicted. 

Unsteady code. The unsteady solution obtained using the 
Fan-Lakshminarayana code successfully captured some gen­
eral unsteady features observed experimentally. Time-averaged 
boundary layer parameters obtained from the unsteady solution 
showed good agreement with the measurements. Locations of 
wake-induced-transition onset for the turbine baseline and non-
wake-induced-transition onset for the compressor baseline were 
predicted especially well. In general, transition lengths for both 
the compressor and turbine, especially along the wake-induced 
path, were underpredicted. Because calming effects are not ac­
counted for in this code, it predicted midchord laminar separa­
tion for compressor Test Point 3 where none was observed 
experimentally. Improvements in modeling the essential physics 
of turbulent spot formation and the associated calmed effect as 
well as addressing flow separation issues would likely improve 
predictions. 

Given the strong correlation between the unsteady flow field 
and the subsequent boundary layer solution, it is imperative 
when utilizing such codes that the initial conditions of the flow 
field be accurately documented in terms of inlet velocity, turbu­
lence intensity, and turbulence length scale. 

Aerodynamic loss prediction. Predictions of aerodynamic 
loss obtained using STANX boundary layer calculations 
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Fig. 48 Variation of computed boundary layer parameters across wake-passing 
stator; trajectories W, X, Y, and Z from Fig. 47 are identified; baseline Re = 3.35 

period for the suction surface of the third-stage compressor 
x 105, Test Point 2B 

matched well with the compressor measurements while those 
from KEP are about 15 percent lower than measured. For the 
turbine, profile loss was overpredicted slightly at cruise and 
more so at take-off Reynolds numbers. The general trend of 
increasing loss with decreasing LP turbine Reynolds number 
was captured by the predictions; however, the slopes of the 
predicted and measured trends differ. For the compressor, pre­
dicted values obtained with turbulent flow assumed from the 
leading edge were about 20 percent greater than those obtained 
with transition onset located to better coincide with the measure­
ments. Differences as large as 35 percent were observed for the 
turbine. 

Computational/Modeling Deficiencies at LPT Cruise. Com­
parisons of our computational results with measurements at 
cruise (low) Reynolds number for the turbine showed that no 
reliable means to compute these flows is yet available. The A -
S correlation predicted separation to occur prior to transition 
onset. However, the measurements showed that no separation 
took place due to calming effects in the regions of nonturbulent 
flow. In order to predict accurately when large increases in LP 
turbine loss associated with laminar separation without reattach­
ment will occur, one must understand and appropriately model 
the unsteady transition process. Designers may then be able to 
increase V^/V^u ratios with more confidence to get fewer air­
foils and less weight while staying clear of performance deterio­
ration at low cruise Reynolds numbers. 

Steady Versus Unsteady Computations. As noted pre­
viously, there was strong agreement between the time-averaged 
unsteady solution (Fan-Lakshminarayana) and the steady-flow 

boundary layer calculations for the compressor. Given this 
agreement, one must ask whether the extra effort associated 
with obtaining the unsteady solution is warranted. One im­
portant feature of the unsteady calculation is the prediction of 
the time-varying turbulent boundary layer at the trailing edge. 
This is entirely consistent with the boundary layer measure­
ments. An implication is that, as compressor loading is in­
creased, the portion of the turbulent boundary layer with high-
momentum Reynolds number near the trailing edge will sepa­
rate first. The unsteady code should capture this feature. In 
actuality, however, flow breakdown in compressors generally 
occurs first in the end walls. 

Accounting for Transition. Both the measurements and 
computations clearly underscore the need for designers to con­
sider the transitional nature of boundary layers in both compres­
sors and low-pressure turbines, especially as it relates to loss 
prediction. 

Locating transition onset. For steady-flow calculations at 
relevant compressor Reynolds numbers and at take-off Reyn­
olds numbers for the LP turbine, reasonable predictions of tran­
sition onset were obtained using the A - S correlation evaluated 
at time-averaged, local turbulence intensities. In addition, rea­
sonable agreement for the onset of wake-induced transition was 
found when applying the correlation using the local value of 
wake-turbulence intensity. This may be especially attractive for 
modeling approaches that attempt to capture both the wake-
induced and non-wake-induced paths. 
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Consequences of calming. Additional insight was gained 
concerning boundary layer solutions and the prediction of tran­
sition onset when calming effects were strong. Especially for 
the compressor, levels of local free-stream turbulence occurring 
between wake-induced strips were such that the A - S correlation 
consistently predicted laminar separation to occur prior to tran­
sition onset. However, the measurements showed no flow sepa­
ration. Instead, the flow remained attached due to the elevated 
shear stress produced by calming. In this instance, the A - S 
correlation could not adequately predict onset for the region 
between wakes because, while the flow is nonturbulent, it is 
also not conventional laminar flow either. This further implies 
that boundary layer prediction schemes using a traditional linear 
combination approach, which at first looks attractive given the 
distinct wake and non-wake paths, would not be adequate. In 

regions where calming is significant, the nonturbulent portion 
of the solution cannot be treated in a conventional (i.e., laminar) 
fashion since separation would be inaccurately predicted. 

Effect on loss prediction. Our analysis for the turbine at 
take-off Reynolds numbers and for the compressor at relevant 
Reynolds numbers suggests that finding the precise location of 
transition onset is not critical for steady-flow calculations of 
loss prediction. Rather, a sound engineering approach based on 
proven transition correlations appears to be adequate. If the 
location of transition onset is determined using a reasonable 
correlation, the predicted values of loss are not strongly influ­
enced by small variations in this location. However, for both 
compressors and LP turbines, assuming turbulent flow from the 
leading edge is an oversimplification that can produce signifi­
cant errors in loss prediction. For our tests, loss was overpre-
dicted by as much as 35 percent. 

Length of transition. In general, neither the steady nor the 
unsteady codes could predict transition length accurately. In 
most cases the codes significantly underpredicted this length. 
This is suggested especially by comparing the computed and 
measured distributions of shape factor. Not accounting for tran­
sition length may explain a portion of the loss overprediction 
for the turbine at take-off Reynolds number. 

Use ofk- e models. Implicit predictions of transition onset 
and length using the k- e model as implemented in KEP were 
less accurate than desired. However, efforts to improve this 
aspect of k- e models have been made elsewhere (Schmidt and 
Patankar, 1991). Such an approach is appealing in that the 
capability to compute transitional flows is enhanced while main­
taining the attractive features of the k- e turbulence model. 

18.3 Design Considerations. The third and final overall 
objective was to evaluate the extent to which the detailed picture 
of boundary layer development needs to be modeled in the 
design and analysis process. What practical simplifications to 
the real flow field can be made for these purposes? To what 
extent are cascade and single-stage results of value to the de­
signer for predicting flows in embedded stages? 

Although this part of the discussion is subjective and we 
obviously cannot discuss the details of particular design sys­
tems, we can provide some insights. 

Aerodynamic Loss. Designers want to know whether the 
loss prediction from the boundary layer portion of their design 
system is reliable enough to allow meaningful comparisons of 
loss associated with different airfoil shapes, loading distribu­
tions and vector diagrams. The emphasis here is on relative 
comparisons so that the best configuration can be chosen. 

For well-designed turbomachine airfoils operating at the de­
sign point, we found that there can be a large extent of laminar 
or laminar-like flow on the suction surface, extending in some 
cases to near midchord for compressors and farther downstream 
for LP turbines. Thus, in estimating loss, our results show de­
signers should not simplify things by assuming a turbulent 
boundary layer beginning from the leading edge, as this can 
overpredict the profile loss significantly and possibly underpre-
dict achievable diffusion. Applying this assumption for LP tur­
bines, especially at cruise Reynolds numbers, may yield entirely 
misleading results. 

Our results suggest the following practical approach when 
using conventional boundary layer codes. By incorporating a 
correlation like that of Abu-Ghannam and Shaw to locate the 
onset of transition, reasonably good boundary layer solutions 
and loss predictions can be obtained from steady codes for 
compressors and LP turbines at take-off Reynolds numbers. 
Predictions are much less reliable for LP turbines at cruise 
Reynolds numbers where laminar separation may occur. 

For turbines, our results confirm the notion of keeping a 
continuously accelerating flow to peak velocity. Even the slight-
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nozzle; trajectories W, X, Y, and Z from Fig. 49 are identified; take-off Re = 5.27 x 10s, Test Point 5A 

est diffusion along the way may be enough to trigger transition 
and possibly additional loss. 

Nozzle-nozzle clocking was shown experimentally to have 
a substantial influence on profile loss at midspan, as the bound­
ary layer on the downstream nozzle is strongly influenced by 
wake interaction from the upstream nozzle. Designers should 
continue to consider blade-row clocking as a variable. 

Airfoil Shapes. We recognize that there are airfoil loading 
(velocity) distributions other than the ones shown in Figs. 3 
and 7 that we tested. However, we think that the same generic 
regions A-F, which define boundary layer development, will 
also be found along the airfoil surfaces for these other loading 
distributions. The locations and extent of these regions will, of 
course, depend on the design. 
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Based upon our results, we address features associated with 
other airfoil velocity distributions shown in Fig. 54. Profile A 
in Fig. 54(a) was used for the compressor tests reported in this 
paper. Profile A in Fig. 54(b) was used for the turbine tests. 

For the compressor, profile B in Fig. 54(a) has a more rapid 
accelerating region, a peak velocity that is closer to the leading 
edge, a higher value of VmiJVexit, a much more rapid diffusion 
immediately after peak velocity, and a much more gentle diffu­
sion over a long region from midchord to the trailing edge. This 
type of profile loads the forward portion of the airfoil and un­
loads the aft portion, giving a characteristic ski-jump shape to 
the diffusing region. 

Profile B in Fig. 54(a) will tend to have a shorter extent of 
both laminar and calmed regions on the suction surface relative 
to profile A. This is because peak velocity has been moved 
toward the leading edge and the calmed regions have less time 
to grow before peak velocity. Transition will likely take place 
rapidly in the strong diffusion that occurs immediately follow­
ing peak velocity. With a diminished extent of calming, inter­
mittent flow separation may be more prone to occur near the 
end of the wake passing period in the strong diffusion right 
after peak velocity. Early transition along both the wake and 
the non-wake paths would create a longer extent of turbulent 
boundary layer. Profiles between A and B that have a reduced 
diffusion gradient in the aft portion of the airfoil have been 
used with good success to reduce turbulent flow separation as 
loading increases (Wisler, 1985). 

For profile C, the peak velocity was moved aft and the diffusion 
gradient is increased in the rear portion of the airfoil. Relative to 
profile A, profile C in Fig. 54(a) will likely have a longer extent 
of laminar regions. However the steeper diffusion gradient may 
cause separated-flow transition in the aft portion of the airfoil as 
loading increases. This type of airfoil was reported by Wisler 
(1985) to work well in tip sections of rotors where tip vortex and 
secondary flows dominate wake-induced effects. 

For LP turbines, profile A in Fig. 54(b) is representative of 
what we tested. The diffusion levels are not high and the airfoil 
is separation free. Some designs incorporate more aggressive 
loadings such as that of profile B. In this case, as values of 
Vraax/Vexit increase and diffusion gradients steepen in the aft 
portion of the airfoil, the flow is more likely to undergo sepa­
rated flow transition sooner after peak velocity. Increasing Vmm/ 
Vexi, limits, which could permit the use of fewer airfoils, must 
be balanced by the risk of flow separation, which is especially 
detrimental to performance if the flow does not reattach. The 
calmed effect needs to be examined more closely relative to its 
ability to suppress this separation and allow higher loading. 

Exploiting the Calmed Region? Can designers exploit the 
calmed effect to improve turbomachinery performance? Some 
general thoughts follow. 

We observe that a great deal of optimization has already 
been achieved since designers are very clever in engineering 
complex, efficient machines without fully understanding all 
flow details. Thus, a good portion of the benefits of the calmed 
effect may already be incorporated into modern designs, perhaps 
unknowingly. Since the trend in compressor design over the 
past 25 years has been to higher solidity blading, airfoils are 
now placed closely enough circumferentially that the calmed 
region generally does not completely decay before the next 
wake-induced strip occurs. The practical benefit of this has been 
to prevent intermittent laminar-flow separation with possible 
associated loss that was shown to occur in the region between 
wakes at the reduced solidity (airfoil count) and wake frequency 
typical of earlier designs. Consequently higher loadings are 
achieved at midspan without laminar flow separation. The same 
can be said for LP turbines where designs have trended to aft-
loaded velocity distributions with increasing VmaJV^it ratios. In 
retrospect, perhaps we researchers have just caught up to where 
designers have been sitting for years. 

For turbines, the discovery that the calmed effect can sup­
press flow separation at cruise (low) Reynolds numbers in 
the region between wakes may have important design impli­
cations. It provides evidence that an additional effect is at 
work to help combat flow separation. This allows increased 
loading in the aft region of the airfoil beyond that suggested 
using conventional analyses. 

Knowing about the existence of the calmed effect may now 
give designers more confidence in "pushing" the velocity dis­
tributions beyond the limits determined using conventional anal-
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Fig. 54 Generic profiles showing different loading distributions for com­
pressor and turbine airfoils 
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yses. Understanding the plan-form structure of unsteady bound­
ary layers, as described in Fig. 10 of Part 1, now allows engi­
neers to construct this picture for their design and assess the 
extent and influence of the calmed region. 

Conclusions 

The following conclusions are drawn from our computational 
analyses: 

1 Conventional, steady flow codes predicted the general 
features of the boundary layer reasonably well for compressors 
and turbines at high Reynolds numbers, provided transition on­
set was adequately specified. This has important design implica­
tions. 

2 At cruise (low) Reynolds numbers for turbines, no reli­
able codes were available to compute the flows. While the codes 
predicted laminar separation, the measurements show that sepa­
ration was suppressed by calming. 

3 Solutions from the unsteady Fan and Lakshminarayana 
code agreed reasonably with time-averaged measurements. 
While these solutions captured some of the unsteady features 
observed experimentally, they did not always predict the time-
varying onset and length of transition well. 

4 Airfoil profile loss can be significantly overpredicted 
when transition is forced to occur at the leading edge. For our 
tests, loss was overpredicted by as much as 35 percent. To 
achieve reasonable accuracy in loss predictions, designers 
should locate transition onset using proven, steady-state correla­
tions. 

5 No codes of which we are aware incorporate the calming 
effect. This can cause them to predict laminar separation when 
it is not present on the airfoil or to predict the onset of transition 
prematurely between wakes in the case of unsteady or quasi-
steady codes. 

6 Incorporating calming effects may allow designers to 
"push" the velocity distributions beyond the limits determined 
using conventional analyses. 
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Assessment of the Cold-Wire 
Resistance Thermometer for 
High-Speed Turbomachinery 
Applications 
The paper first describes the fundamentals of cold-wire resistance thermometry. The 
transfer functions with and without wire-prong heat conduction effects are discussed 
and a new method for the description of complicated transfer functions describing 
both the prongs and wire frequency response is proposed. The experimental part of 
the paper starts with an investigation of the transfer function of various probes 
differing by the wire diameter, the l/d ratio, and the wire-prong connection using 
two simple methods: (1) electrical heating of the wire by a sine current and (2) a 
temperature step test consisting in injecting the probe into a hot air stream. The first 
test provides information on the wire response, whereas the second serves to study 
wire prong heat conduction effect. The tests cover a wide range of velocities and 
densities. A frequency bandwidth of 2 kHz is obtained with a 2.5 /xm wire probe at 
an air velocity of 200 m/s at atmospheric pressure. A numerical compensation system 
allows us to extend the use of this probe to much higher frequencies. Finally, the 
probe is mounted onto a wheel in a high-speed rotating test rig allowing probe 
traverses through a stationary hot air jet at rotational speeds up to 5000 rpm with 
the probe positioned at a radius of 0.380 m. The probe signal is transmitted via an 
opto-electronic data transmission system. It is demonstrated that using the numerical 
compensation method, it is possible to reconstruct the hot jet temperature profile at 
frequencies up to 6 kHz. 

Introduction 
To date, the use of the cold-wire probe has been limited 

apparently to the investigation of small temperature fluctuations 
in turbulent flows at low speed, typically 10 m/s; see LaRue et 
al. (1974), Hojstrup et al. (1976), Millon et al. (1978), Weeks 
et al. (1988), Fournier (1990). The limitation to such low 
speeds may be attributed partially to the use of probes with 
diameters well below 1 /im to reduce the wire response time. 
The highest frequency response was obtained by LaRue et al. 
(1974) with a wire diameter of 0.25 p,m providing a cut-off 
frequency of 12 kHz at 9 m/s. DISA has offered since 1973 
cold-wire probe with a 1 pxa wire for applications up to 60 m/ 
s with a maximum cut-off frequency of 2 kHz. 

Several methods can be used in order to determine the transfer 
function of the wire. LaRue et al. (1974) used an electrical 
heating method, which consists in heating the wire internally 
using a sine current. Weeks et al. (1988) and Fournier (1990) 
generated heat pulses on the wire by means of a chopped laser 
beam focused on its active part. All results concluded that the 
response of the wire is similar to the response of a first-order 
system. 

Neither of the methods given above is able to test the un­
steady prong-wire conduction. A modelization was proposed 
by Maye (1970) for the steady conduction case. Hojstrup et al. 
(1976), Millon et al. (1978), and Fournier (1990) gave an 
analytical expression of the transfer function accounting for 
unsteady conduction with prongs. A more complete theoretical 
study describing unsteady prong-stub-wire thermal interaction 
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Texas, June 5-8, 1995. Manuscript received by the International Gas Turbine 
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was presented by Tsuji et al. (1992). Problems of thermal 
boundary layers forming on the prongs and flowing partially on 
the active part of the wire may also influence the transfer func­
tion, especially at low speed as mentioned by Paranthoen et al. 
(1982). An experimental determination of the transfer function 
accounting for conduction was carried out by Hojstrup et al. 
(1976) who generated sinusoidal temperature variations with 
a loudspeaker. Paranthoen et al. (1992) also derived transfer 
functions by placing the probe in the wake of another wire 
heated by a sine current. 

When the conduction effect is negligible (large lid ratio), 
correction for the roll-off of the wire at high frequency can be 
realized with an electronic compensation (RC filter) (Paran­
thoen et al., 1982; Weeks et al., 1988). LaRue et al. (1974) 
applied a correction on the signal spectrum. In a recent catalog, 
Dantec proposes a probe with two wires; one measures the 
velocity in order to tune the compensation. 

Finally, the electronic circuit driving the probe must not limit 
the frequency of the whole system. For this purpose, Cho and 
Kim (1993) developed a simple circuit with a broad frequency 
bandwidth (13 kHz) and low signal-to-noise ratio. 

The present paper is a feasibility study for the use of a cold-
wire probe for unsteady temperature measurements in turboma-
chines. The velocity range is one order of magnitude higher 
than in all previous low-speed studies and, depending on the 
engine size, blade passing frequencies are typically of the order 
of 2 to 20 kHz. The upper frequency range is obviously not 
accessible to cold-wire probes. The authors' interest was in the 
lower frequency range as illustrated by the following example: 
a transonic model turbine of 790 mm tip diameter with 43 guide 
vanes and 65 rotor blades running at 6500 rpm in a short dura­
tion tunnel with 0.5 seconds running time. A cold-wire probe 
mounted onto the rotor blade would experience blade passing 
frequencies of the order of 4.6 kHz. 
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Theoretical Analysis 
The main heat transfer mode is the forced convection due to 

the air flowing around the wire surface: 

Qh = -hSw{Tw - Ta) (1) 

The frequency response of the wire is mainly due to its thermal 
inertia: 

9TW 
(2) 

The wire is fastened onto prongs that have a large thermal 
inertia. The prongs will not be able to follow high-frequency 
fluctuations and a conduction phenomenon will take place be­
tween the wire and the prongs; Tp is a boundary condition of: 

Q,k ~ kwAwlt 

d2Tw 

dx2 (3) 

In these equations, it is assumed that the gradient in the radial 
direction of the wire can be neglected because the wire diameter 
remains small compared to the length. 

Provided the wire is at the same temperature as the flow at 
all time, a linear law relates the wire temperature and the wire 
resistance in a limited range of temperature: 

Rw = i?0(l +aw(T„- T0)) (4) 

The wire resistance is measured in a Wheatstone bridge (see 
Fig. 1) through the voltage V0M: 

VBUt = h 
R3(R2 + J?4) ~ R*(Ri + Ri) 

(fi, + R3) + (R2 + R4) 
(5) 

This relation can be approximated by a linear law when the 
bridge is not too far from equilibrium (RiR4 = R2R3) and if 
the change in the wire resistance is not too large. 

In order to measure VoUt, a current has to cross the wire; this 
brings a heat source term due to the Joule effect: 

Qj = RJl = R0(1 + aw{T„ - T0))H (6) 

Probe Response Neglecting Conduction Effects. In a 
steady case assuming neglegible conduction, the thermal bal­
ance expresses as Qh + Qj = 0, which can be rearranged to 
give: 

Tw = 
hix2dlTa + Aa^H(\ - T0aw) 

hir2dl - 4ao]Il<Xw 
(7) 

Theoretical values of Tw can be derived from this equation as 
well as the sensitivity to velocity dTJdv in order to estimate 
the error due to the Joule effect. 

Constant 
Current 
Source 

Current intensity 
measurement —* 

10 V 

I0 = U/R 
R=100Ohms 

/77777T77 

R3=Rw 

Tungsten wire 
coated with 
platinum 

Fig. 1 Principle of resistance thermometer 

The heat transfer coefficient h = Nukjdw is computed with 
experimental correlations of the kind Nu = A + BRe". The 
correlation of Collis and Williams (1959): 

Nu = 0.24 + 0.56 Re045 (8) 

in the range 0.02 < Re < 44 is commonly used. 
Physical properties for the tungsten wire and for the air are 

extracted from Lide (1990): e.g., at T„ = 340 K, ka = 0.03 W/ 
(mK), M„ = 2.17 X 10"5 kg/(ms), pw = 20000 kg/m3, cw = 
134 J/(kgK), kw = 178 W/(mK), aw = 0.003541 /K. The wire 
resistance R0 at T0 is derived from R0 = {aH[lw)/A„ with ao 1 

= 5.65£ - 08 n/m at T0 = 300 K. Calculations show that for 
a 2.5-^m wire, if /,„ remains below 1 mA, the error induced by 
the Joule effect is less than 0.1 K at an air velocity of 50 m/s 
and less than 0.05 K at 200 m/s. 

However, the Joule effect becomes significant when using 
the electrical heating method to determine the frequency re­
sponse. The unsteady equation without conduction but including 
the Joule effect is derived from Q, = Qh + Qj and results in a 
first-order nonhomogeneous linear equation: 

Nomenclature 

/ = current intensity, A 
Q = heat flux, W 
R = resistance, Q, 
T = temperature, K 
cw =heat storage capacity, J/(kg K) 
/ = frequency, Hz 
g = (Twinean ~ Tp)l(Ta ~ T„) 
h = heat exchange rate by convection, 

W/(m2K) 
k = conductivity, W/(mK) 
/ = time, s 

u = peripheral speed m/s 
v = velocity, m/s 

w 
dw 

tw 

Aw 

= relative speed, m/s 
= wire diameter, m 
= wire length, m 
= (ixd\)IA = wire cross-sectional 

area, m2 

Sw = ndwl„ = wire area available for 
convection, m2 

Vw = (•Kd\lw)IA = wire volume 
Re = (pvad„)lna = Reynolds number 
Nu = (hdw)/ka = Nusselt number 

a = temperature coefficient 
= (l/R0)(dR/dT),K~' 

r = time constant, s 
(To' = resistivity, f t a 

p = density, kg/m3 

p, = dynamic viscosity, kg/(ms) 
u = pulsation = 2wf, rad/s 

Subscripts 
0 = total 
a = air 
p = prong 
i = static 

w = wire 
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T^Jf+ rw=/(o 
dt 

pwcw/\w 

nhdw — 
a a

 xaj\ 

(9) 

(10) 

7r Nu kaTa + 
c r o ' / ^ l +a„T0) 

f(t) = 
•K NuL - o-o 

The time constant T is a typical feature of a first-order equa­
tion and characterizes the time response of the wire. Notice that 
increasing the current intensity reduces r . Calculations show 
that for a 2.5 ^m wire, intensities up to 10 mA can be used 
without reducing significantly the cut-off frequency. 

In the following, the probe is assumed to be used in normal 
mode with a low current intensity; the Joule effect is neglected. 
The unsteady equation simplifies to Qs = Qh, which leads to 
the same kind of first order equation as Eq. (9) but with: 

T ~ Aka Nu 

fit) = Ta{t) 

(12) 

(13) 

Notice that r does not depend on the wire length. The transfer 
function of a first-order system is well known and can be written 
as: 

H{u>) 

l#(w)l 

1 

1 + JUJT 

1 

(14) 

(15) 
Vl + ( W T ) 2 

fi(u) = a tan ( - w r ) (16) 

where \H(OJ)\ and fif(uj) are the corresponding gain and phase 
and u> = 2nf is the pulsation. 

Another characteristic value for a first-order equation is the 
cut-off frequency defined as the frequency for which \H(u>)\ 
= V2/2 = 0.707. A straightforward relationship exists between 
the cut-off frequency and the time constant, namely: 

/cut _ 
2TTT 

With those relations, the cut-off frequency of a 2.5 /itm wire at 
200 m/s is 2.8 kHz. 

Probe Response Including Conduction Effects. The ther­
mal balance for steady conduction is Qk + Qs = 0: 

dX 
dx2 

™ = \ 2 \HTW - Ta) (18) 

where X.2 = 4h/kwdw. This is a classical equation for which 
an analytical solution exists (see Kay and Nederman, 1974). 
Boundary conditions and solution are given by: 

T„(x 

QAx 

0) 

f ) = o 

(19) 

(20) 

cosh \ 

cosh \— 
(21) 

mean (Tw-Tp)/(Ta-Tp) 

(ID I 
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0.8 

a 
<7 0.6 
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/ ^^_J 

i i 

i / • 

1; / 

1 / " 
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V 
V 
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l/d-800 
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x/1 

Fig. 2 Influence of lid ratio on the temperature profile 

where x measures the distance from the prong, 6 = (Tw — Ta) 
and 9P = (TW-TP). The heat flux at the prong can be determined 
by: 

Q(x = 0) = \kw6p tanh (22) 

In Fig. 2 profiles are shown for several lid ratios for a 5 ^m 
wire in a 100 m/s flow. The graph on the right indicates the 
mean temperature of the wire as a function of lid. Of course, 
the larger the lid ratio, the closer the average wire temperature 
approaches the air temperature. On the other hand, a bigger 
probe volume is obtained as well as a structurally weaker probe. 
For a given lid ratio, increasing the velocity results in a higher 
convectionnal exchange and in a wire temperature closer to T„. 

The unsteady equation including conduction is derived from 
a = Qh + &: 

dt 

2T 1 W--(TW-Ta) 
T dx 

(23) 

(17) where a = kj(p„c„) [W/m2] and r = (dwpwcw)/4h [s]. 
The equation can be discretized with a Crank-Nicholson 

scheme. Instantaneous temperature profiles have been calcu­
lated and the transfer function was established assuming the 
prongs were behaving like a first order system. This equation 
was found to have the same behavior in the time as well as in 
the frequency domain as the combination of two first-order 
equations discretised as follows: 

T„(n + 1) - Tw{n) 
At 

T„(n + 1) - T„(n) 

1 
CT>v(tt) - Ta(n)) (24) 

At 
- (Tp(n) - Ta(n)) (25) 

T(n + 1) = gTw(n + 1) + (1 - g)T„(n + 1) (26) 

where n is such that t = n* At. Notice that Eq. (24) is a simple 
discretization of Eq. (9); Eq. (24) modelizes the prong behavior 
in a similar way. Details on first-order system and their numeri­
cal discretization can be found in Oppenheim et al. (1983) or 
Rabiner and Gold (1975). 

Starting from an initial guess of T„ and Tp at n = 1, this 
allows us to compute Tw(n + 1) and Tp(n + 1), the resulting 
probe temperature being Tin + 1). The transfer function can 
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be derived analytically from Eq. (14) and is shown in Fig. 3. 
The frequency response of the wire without conduction effect 
is plotted as a dotted line; the combination of the two first-order 
equations is plotted as a continuous line. At low frequency, 
both prongs and wire can follow the temperature fluctuations; 
then the prongs begin to lag behind until a plateau is reached 
where only the wire responds. 

The plateau results from a large difference between the ther­
mal capacity of the prongs and that of the wire. The plateau 
level depends on the relative importance of conduction with 
respect to convection in the thermal balance and is denoted by 
g in Eq. (26). This value corresponds to the ratio (Twmeaa -
TP)/(Ta - Tp) plotted in the right graph of Fig. 2. Increasing 
lid or the velocity would raise this level. Finally, at high fre­
quencies, the wire also lags behind. 

Extending this numerical analysis to N first-order systems 
allows a great freedom in the description of the transfer function 
shape, unlike the simple analytical expression of Paranthoen et 
al. (1982) or the complex expression obtained by Tsuji et al. 
(1992), which is limited to three first orders. Moreover, the 
linear system formed by those N equations can easily be re­
versed to compute Ta from a measurement of Tw and realize in 
this way a simple compensation system. Unlike the electronic 
compensation (RC filter) described by Weeks et al. (1988), 
the numerical system allows us to describe complicated transfer 
functions with an easy tuning through an adequate choice of 
the various time constants. The global transfer function is ob­
tained by summing in the complex domain the transfer functions 
of the N first orders (see Eq. (14)) weighted by their respective 
contributions (the Laplace transform is linear). 

Experimental Determination of the Probe Transfer 
Function 

Wire Response. Static calibration of the cold-wire probe 
was performed in a heated jet. A platinum-plated tungsten wire 
with a 2.5 /J,m diameter was used. As expected, a linear relation 
relates the output voltage to the jet temperature (see Fig. 4(a)). 
A slight dependance of the slope on the velocity was observed. 
At 100 m/s, a slope of 21.43 K/V is obtained; slopes at 200 
m/s and 150 m/s were respectively 4.7 and 2.2 percent higher 
(in all cases, probe incidence with respect to the flow was 0 
deg). This effect can be attributed to the problem of recovery of 
the dynamic temperature (T0 = Ts + v2/(2cp))at high velocity, 
similar to thermocouples. For the same reasons, the incidence 
of the prongs with respect to the flow also has an influence. 

Slopes at 90 and 45 deg incidence are respectively 7.2 and 
4.9 percent higher than the slope at 0 deg for a velocity of 100 
m/s (see Fig. 4(b)). 

The wire frequency response was evaluated by the electrical 
heating method described by LaRue et al. (1974). A frequency 
generator is used to inject a sine current into the bridge. This 
current heats the wire and the bridge output voltage relates its 
temperature change. The gain is computed by dividing the out­
put voltage obtained for a given frequency by a reference volt­
age, measured at a frequency sufficiently low to guarantee that 
the wire is able to follow the heat fluctuations perfectly. It was 
observed that an overly large AC current amplitude resulted in 
an output voltage due, not only to the wire temperature change, 
but also to an electrical response of the bridge, especially if it 
was not set at equilibrium before. In order to minimize this 
electrical response, a small AC current was superimposed onto 
a DC current for which the bridge was equilibrated. In Fig. 5 
the gain in deciBell (G(dB) = 20 log10 (G)) is plotted in 
function of the frequency of the AC component. Provided the 
AC component remains small, all data points fall onto the same 
line. 

The gain corresponding to a first-order transfer function (see 
Eq. (15)) is plotted as a continuous line. The shape matches 
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Fig. 5 Gain obtained by electrical heating for several current amplitudes 
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the experimental curve well but the time constant T used for 
this curve did not correspond to the one predicted by Eqs. 
(12) and (17). This problem will be adressed further when 
discussing Fig. 6. 

Larger AC current led to a non-negligible residual output at 
high frequency due to the electrical response. In all following 
tests, a 3 mA AC current intensity was super-imposed to a 10 
mA DC current intensity. It was shown in the theoretical part 
that this level of intensity does not significantly affect the wire 
dynamic response. Notice that this method only provides infor­
mation on the wire response; conduction effects exist but do 
not affect the cut-off frequency of the wire. 

The influence of the velocity on the cut-off frequency at 
atmospheric pressure is presented in Fig. 6 for two wire diame­
ters (5 fim and 2.5 fim). The cut-off frequency computed from 
Eq. (12), Eq. (17), and the experimental correlation of Collis 
and Williams (Eq. (8)) is also plotted and is much higher than 
the measured values. This was also observed by LaRue et al. 
(1974), Hojstrup et al. (1976), and Weeks et al. (1988); the 
discrepancy tends to increase when going to smaller diameters. 
Hojstrup et al. even mention that in still air, no clear improve­
ment is felt between wire diameters of 1.0 //m and 0.2 /zm. 
Notice that the correlation of Collis and Williams (1959) was 
developed for constant temperature hot-wire purposes whereas 
the present test conditions are unsteady. 

However, the experimental data show the same trends as 
predicted by the theory: Higher velocity improves convection 
and increases the frequency response; a smaller diameter re­
duces the thermal inertia of the wire and increases the frequency 
response. A 2 kHz cut-off frequency is achieved at 200 m/s 
with the 2.5 /xm wire at atmospheric pressure. The value of the 
active length does not influence the cut-off frequency of the 
wire as expected. The cut-off frequency level can change 
slightly from one wire to another because of wire contamination 
and possibly small changes in the wire diameter. Smaller diame­
ters were not tested because platinum-plated tungsten wires do 
not exist below 2.5 /xm; only pure platinum wire can be found 
but those are much weaker. 

The influence of density on cut-off frequency was investi­
gated by performing tests with a 2.5 fj.m wire in a variable 
density chamber. The density change was achieved by setting 
different levels of static pressure in the measurement chamber; 
the results are summarized in Fig. 7. Increasing the density 
improves the convection around the wire and therefore the cut­
off frequency. In order to take into account the influence of 
velocity and density on the cut-off frequency and to establish 

a correlation for this wire, the Nusselt number (computed by 
rearranging Eq. 12) was plotted against Re0,45, causing all points 
to collapse onto a line. A linear regression allows us to extract 
the coefficients for the correlation: Nu = 0.458 + 0.345 Re0'45 

for 4.0 s R e s 36.0. This correlation provides a straightforward 
way to compute the cut-off frequency of the wire needed in the 
numerical compensation system. 

Prong Response. The response of the stainless steel prongs 
to temperature variations is several orders of magnitude slower 
than that of the wire. Their behavior is best investigated in a 
temperature step test. To this end, the probe was injected from 
air at ambient temperature into a hot jet exiting a 12-mm-dia 
nozzle; the temperature difference was typically 50°C. 

The probe used for this test had a 2.5 /nm wire mounted onto 
0.4-mm-dia stainless steel prongs. The probe response is plotted 
in Fig. 9(a). A zoomed view of the step area shows that the 
wire responds very fast, whereas the prongs need 10 s to reach 
the jet temperature. Two methods were used to compute the 
transfer function. For both, a numerical reconstruction of the 
true step is needed. The first method consists in performing a 
FFT on the reconstructed step and on the original wire response. 

3 
Z 

3.0 4.0 
Re**(0.45) 

Fig. 8 Correlation Nu = f(Re046) 
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Fig. 10 Transfer function of probes A, B, and C 

The ratio of the two FFT gives the complex transfer function 
from which the gain is computed (see Fig. 9(b)). The second 
method uses a numerical system comprising five first-order sys­
tems. The time constant and the contribution of each first-order 
system to the overall signal are adapted so that the system 
response to the reconstructed step fits the experimental response. 
The match with the FFT result is satisfactory and the transfer 
function of the wire is added as shown on Fig. 9(b) (the cut­
off frequency is known from the electrical heating test). Four 
first-order systems were used to simulate the behavior of the 
prongs but only one is needed for the wire behavior. 

Theoretically, the step test analysis provides information on 
an infinite range of frequency. Due to the existence of a 1.2 
mm shear layer on both sides of the jet and a finite 0.5 m/s 
probe injection speed (2.4 ms to cross the shear layer), the 
experimental response can be analyzed only over a limited range 
of frequency. On a FFT plot of the experimental signal, the 
FFT magnitude becomes very noisy above 50 Hz. This was 
considered to be the highest frequency that could be analyzed 
in the probe response to the step. 

Three probes were tested. Two of them had 3-mm-long 
prongs with an ogive shape at the tip, the first with a 0.6 mm 
wire active length extending from prong to prong, the second 
with a slightly reduced active length of 0.4 mm due to the 
presence of small stubs at the wire ends. The third probe had 
2.5-mm-long prongs (part of the ogive shape was removed) 
with a 0.4 mm active length (prong to prong). The transfer 
functions at 200 m/s are shown in Fig. 10. One can clearly see 
that the plateau level is higher for the first probe with the 0.6 
mm wire active length because the amount of heat brought 
by convection plays a more important part in the overall heat 
exchange. The presence of stubs on the second probe adds an 
intermediate level between low and high frequencies because 
the thermal capacity of the stubs is smaller than that of the 
prongs but higher than that of the wire. The plateau is slightly 
larger for the shorter prongs because the ogive shape at the 
end of the longer prongs extends the prong response to higher 
frequencies. 

The influence of the flow velocity was studied on the probe 
with 2.5-mm-long prongs and is depicted in Fig. 11. As ex­
pected, increasing the velocity improves the convection and 
leads to a faster prong response. Another effect is the increase 
in the plateau level because the contribution of convection rises 
in the overall exchange. 

The effect of different probe head inclinations with respect 
to the flow was also considered. Tests were run at 0 deg (probe 
is aligned with air stream), 45, and 90 deg. For a velocity of 
50 m/s, the prong response is slightly faster at 0 deg. With 

increasing velocity, this difference becomes smaller and 
smaller; at 200 m/s, responses are almost identical. 

Tests in Rotation, Compensation 
A rotating model test rig was built to test the cold-wire probe 

under conditions similar to those in the transonic turbine stage 
referred to in the introduction. The setup is depicted in Fig. 12. 
The probe is fixed onto a rotating wheel at a radius of 380 mm. 
Instead of traversing a thermal wake issuing from a cooled 
turbine guide vane, the probe is rotated through a heated air jet 
exiting from a 12-mm-dia nozzle. At a distance of 8 mm from 
the nozzle exit, the cold wire sees a trapezoidal temperature 
profile with a thermal shear layer thickness of approximately 
1.2 mm on either side of the jet. The temperatures outside and 
inside the jet are controlled by thermocouples. As for the step 
tests, the temperature difference between the ambient air and 
the heated jet was typically 50 K. The electronic board driving 
the cold wire was designed following Cho and Kim (1993). 
This board, as well as an opto-electronic data transmission sys­
tem (Sieverding et al., 1992), is installed in the shaft of the 
rotating wheel. The power supply for the in-shaft electronics is 
provided through mechanical slip rings. The noise on the wire 
output signal in terms of temperature (including CW board, 
transmitting and receiving board) did not exceed 0.8 K (rms 
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value) in still air. Spun at 3000 rpm at atmospheric pressure, 
the noise rose up to 1.05 K (rms value). 

The tests were run at atmospheric pressure. The probe used 
for these tests was of type C in Fig. 10. For all tests, the probe 
was aligned within ±10 deg with the relative flow direction 
resulting from the jet velocity v in the axial direction and the 
peripheral speed u of the probe. The probe measures a total 
relative temperature: T0r - Ts + w2/(2cp) where w = 
Vu2 + u2. This temperature can be compared with the relative 
temperature derived from the thermocouple measurements 
through T0r = T0 + u2/(2c„). Notice that TQr * T0 but AT0r = 
A7V For a given rotational speed, the jet velocity is adjusted 
in order to obtain the desired relative velocity. 

Typical measurements are shown in Fig. 13 for several rota­
tional speeds but at a constant relative velocity of 200 m/s. The 
reduced temperature (Tw - rcold)/(rhot - TcoXi) is plotted as a 
function of time. Several jet traverses were recorded and a 
phase-locked average was applied (from 1 traverse at 3.2 Hz 
up to 50 traverses at 6000 Hz). The trapezoidal shape represents 
a simplified jet shape (dot-dashed lines). The frequency indi­
cated for each experiment corresponds to the frequency of a 
periodic trapezoidal signal that would fit the jet shape. At low 
frequency (3.2 Hz), the wire responds immediately and the 
slight slope on the top level indicates that the prongs are warm­
ing up. At 300 Hz, the wire response is still satisfactory but the 
prongs do not have enough time to heat up significantly (plateau 
region in the transfer function in Fig. 13). At 980 Hz, the wire 
itself can no longer follow the temperature change. At higher 
frequencies (4600 and 6000 Hz) the signal is completely dis­
torted. 

The 6000 Hz signal is obtained at 4000 rpm. The rotational 
speed was raised to 5000 rpm (upper limit of wheel speed) 
without breaking the wire. The corresponding jet passing fre­
quency is 8 kHz but the signal is severely affected by the noise. 

The upper left curve in Fig. 13 represents the transfer function 
determined by electrical heating and step tests. For each experi­
ment, the gain was computed from the cold-wire signal and the 
temperatures measured by the thermocouple and plotted as dots 
on the same figure. The agreement is good although the results 
are obtained with two distinct probes (but which have the same 
characteristics). 

In order to correct the recorded signals for prong-wire inter­
action and wire roll-off at high frequency, the numerical com­
pensation system described previously is used. The transfer 
function of the probe and that of the compensator are sketched 
in the upper left curves in Fig. 14. Injecting the measured wire 
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Fig. 13 Temperature signals measured in rotation 

temperature Tw into the numerical compensation system imme­
diately provides the air temperature Ta. Compensated signals 
are plotted in Fig. 14 as dashed lines. The compensation system 
seems to be efficient across the entire frequency domain. 

The effect of the change in incidence and flow velocity rela­
tive to the probe across the jet shear layer will be discussed for 
the two extreme cases of 3.2 and 6000 Hzjet passing frequency. 
For the low-frequency case, the velocity changes from nearly 
0 m/s to 200 m/s but in any case the cut-off frequency is at 
least two orders of magnitude higher than the jet passing fre­
quency. Due to the low peripheral speed, the incidence remains 
close to 0 deg across the entire shear layer. For the high-fre­
quency case, the velocity changes from 140 to 200 m/s, which 
corresponds to a 10 percent change in the probe cut-off fre­
quency. The incidence changes from 45 to 0 deg, which corre­
sponds to a 5 percent variation in the slope of the calibration 
curve (see Fig. 4(b)). The maximum error on the compensated 
temperature signal inside the shear layer was estimated to be 5 
percent, accounting for the two phenomena. 

As the compensation amplifies the high-frequency compo­
nents of the signal (including the noise), the accuracy of the 
compensated signal decreases with increasing frequency. It is 
not possible to give a unique value of accuracy for the entire 
frequency domain. Therefore, the transfer function was decom­
posed in four zones of different accuracies. The first zone is the 
domain where both prongs and wire can follow the temperatures 
fluctuations. Here the accuracy is of the same order as for the 
thermocouple used for the calibration. This uncertainty is esti­
mated to ±0.5 K. The second zone is the domain where the 
wire responds well but where the prong response lags behind. 
The uncertainty is assumed to be a linear transition between 
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the first and third zones. The third zone is the plateau level. 
The dispersion on the plateau level was determined through 
repeat step tests, leading to an uncertainty of ±1.75 K (20:1). 
In the fourth zone, the wire no longer follows the temperature 
variations. Repeat tests with the electrical heating method led 
to an uncertainty of ±1.85 K (20:1). 

Using the compensation amplifies the error, especially in the 
fourth zone. This is illustrated in Fig. 15 where the error on the 
gain of the transfer function is plotted as well as the resulting 
error for the compensation (notice that the scale for the gain is 
not in dB but linear). 

Conclusions 
1 The present investigation demonstrates that the cold-wire 

resistance thermometry technique is of potential interest for 
time-resolved temperature measurements in turbomachines with 
blade passing frequencies of several kHz. Although the natural 
frequency bandwidth of the smallest commercially available 
platinum plated tungsten wire of 2.5 jj.m hardly exceeds 2 kHz, 
adequate compensation systems allow us to treat temperature 
signals of frequencies three times as high as the cut-off fre­
quency. 

2 The accuracy of the measurements depends to a large 
extent on the precise determination of the prong-wire transfer 
function over the entire frequency domain. Depending on the 
probe geometry, the transfer function can be rather complicated. 
Determined experimentally by an electrical heating method and 
temperature step tests, the transfer function can adequately be 
described by a numerical system based on the combination of 
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Fig. 15 Uncertainty on compensated signals 

N first-order schemes. This scheme also lends itself readily for 
numerical compensation. 

3 A probe with a wire diameter of 2.5 fim and 0.4 mm 
active length (prong to prong) was successfully tested in a 
rotating model test rig at peripheral speeds up to 200 m/s (5000 
rpm). The temperature profile of a stationary hot air jet traversed 
by the probe could be restored with reasonable accuracy at jet 
passing frequencies up to 6 kHz. This test is a very severe test 
case because the associated temperature gradients are much 
steeper than those encountered in thermal wakes in turboma­
chines. 
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Performance Assessment of an 
Annular S-Shaped Duct 
An experimental investigation has been carried out to determine the aerodynamic 
performance of an annular S-shaped duct representative of that used to connect the 
compressor spools of aircraft gas turbine engines. For inlet conditions in which 
boundary layers are developed along an upstream entry length, the static pressure, 
shear stress and velocity distributions are presented. The data show that as a result 
of flow curvature, significant streamwise pressure gradients exist within the duct, 
with this curvature also affecting the generation and suppression of turbulence. The 
stagnation pressure loss within the duct is also assessed and is consistent with the 
measured distributions of shear stress. More engine representative conditions are 
provided by locating a single-stage compressor at inlet to the duct. Relative to the 
naturally developed inlet conditions, the flow within the duct is less likely to separate, 
but mixing out of the compressor blade wakes increases the measured duct loss. With 
both types of inlet condition, the effect of a radial strut, such as that used for carrying 
loads and engine services, is also described both in terms of the static pressure 
distribution along the strut and its contribution to overall loss. 

Introduction 

To optimize the performance of multispool compressors 
within gas turbine engines, the diameter of each spool must 
decrease as the air density increases through the compression 
system. Thus, the annular duct connecting the low and high-
pressure spools takes the form of an " S " shape. Within this 
duct flow separation must be avoided if the performance of the 
downstream compressor spool is not to be adversely affected. 
In addition, the provision of a suitable flow distribution at duct 
exit must also be achieved and stagnation pressure loss within 
the duct minimized. However, these various objectives are dif­
ficult to satisfy in practice due to several conflicting require­
ments. For example, in addition to the change in diameter, it is 
often desirable for the duct to be of relatively short axial length, 
with the passage geometry being further complicated by the 
presence of radial struts carrying loads or engine services. Fur­
thermore, the influence of inlet conditions arising from the up­
stream compressor affects duct performance, and future devel­
opments may include the acceptance of swirl from this upstream 
compressor. However, the effective design of an interconnecting 
passage to fulfill these various requirements is difficult to 
achieve in practice because of the highly complex flow field 
that develops. 

As the flow follows a curved path within the S-shaped duct, 
a modification to the static pressure field occurs. Across the 
first bend a pressure gradient is therefore present, with the pres­
sure close to the outer casing being higher than that adjacent 
to the inner. However, this situation is reversed within the sec­
ond bend as the flow is returned to the axial direction. Conse­
quently streamwise pressure gradients arise that influence the 
mixing out of blade wakes from the upstream compressor and 
the boundary layer development along each casing surface. In 
addition, the turbulent flow field is directly affected by stream­
line curvature. For example, as described by Bradshaw (1973), 
the imbalance that exists between the centripetal acceleration 
of a turbulent fluid element and its surrounding pressure field 
gives rise, over a convex surface, to reduced turbulence levels. 
In contrast, over a concave surface increased turbulence mixing 
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is observed. Naturally these effects have a significant impact on 
the development of the casing wall boundary layers. Although a 
large number of studies have been made on streamwise pressure 
gradient and flow curvature effects, the majority of investiga­
tions have considered these effects in isolation. A review of 
the large number of reported investigations conducted on these 
topics is given by Britchford et al. (1994). 

This paper is part of a continuing investigation at Loughbor­
ough, which includes a comprehensive measurement of the 
mean flow and turbulence structure within an annular S-shaped 
duct. Such data can be used to validate and assist in the develop­
ment of CFD methods. The long term objective is to apply such 
methods to the design of S-shaped ducts for a variety of engine 
configurations. However, in this paper emphasis is placed on 
the overall performance of a duct geometry typical of that which 
may be found in a modern multispool gas turbine engine. Only 
a limited amount of published data is available and this informa­
tion may be of more immediate use to the gas turbine engineer. 
For inlet conditions in which axisymmetric boundary layers are 
developed, along an upstream entry length, the flow develop­
ment within the S-shaped duct is briefly described. This is in 
terms of the static pressure, shear stress, and velocity distribu­
tions that are presented, and the resulting stagnation pressure 
loss that arises from this flow field is defined. This overall 
loss and its distribution across the duct is compared with that 
generated when more engine representative conditions are ob­
tained by locating an axial compressor at duct inlet. Further­
more, for both inlet conditions the effect on performance of 
placing a radial strut within the duct is assessed. 

Experimental Facility 

A comprehensive description of the experimental facility 
(Fig. 1) is given by Britchford et al. (1993). Air is drawn from 
atmosphere into a large plenum prior to passing through a scroll 
intake containing a honeycomb flow straightener and contrac­
tion. The flow adjacent to the inner and outer casings is then 
artificially tripped before entering the inlet section. Inlet condi­
tions to the S-shaped duct are generated by either allowing the 
casing boundary layers to develop along the entry length to 
provide a ' 'clean'' condition, or alternatively more engine repre­
sentative inlet conditions can be obtained by incorporating a 
single-stage axial flow compressor immediately upstream of 
the duct. The compressor rotor operates with a blade loading 
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Fig. 1 Experimental facility—general layout 

coefficient of 0.285 and a flow coefficient of 0.56, with the 
outlet guide vanes removing 27 deg of rotor exit swirl. The 
duct itself is of constant flow area with an inlet passage height 
of 71.1 mm, an axial length of 241.8 mm, and an exit-to-inlet 
mean radius ratio of 0.8. Within both bends the maximum geo­
metric curvature (hlR),ai midpassage height, is approximately 
0.4. Downstream of the duct air passes through the settling 
length and into an exhaust plenum prior to being expelled to 
atmosphere. 

For certain tests a radial strut could be located within the S-
shaped duct (Fig. 2) . A single strut only was used since the 
significant aerodynamic blockage associated with a number of 
struts would require extensive modification to the facility. A 
NACA65 profile with 12 percent thickness/chord distribution 
defined the strut profile on the surface of revolution, which 
bisects the annulus into equal areas. This thickness distribution 
was then extrapolated, along radial lines, to define the distribu­
tion along each casing. Static tappings located at numerous 
chordwise positions allowed the static pressure distribution to 
be defined at 10, 50, and 90 percent of strut height. 

Instrumentation 
Measurements have been performed at 11 traverse planes 

with the data at each location being typically obtained at 23 
radial positions repeated at 21 circumferential locations. 

Traverse Location at Mid Passage Height 
STN 1 2 3 4 5 6 7 8 9 10 11 
X/L -0.4 0.02 0.125 0.2S 0.375 0.50 0.625 0.75 0.875 1.0 1.40 

Strut Specifications 
Hub - NACA 63 t/c = 10.4% 
Mean - NACA 65 t/c = 12.0% 
Tip -NACA66 t/c = 13.8% 

Fig. 2 Experimental facility—working section 

The area traversed corresponded to either one or two OGV 
blade spaces. With the axial flow compressor removed, the flow 
has been shown to be axisymmetric, and therefore traverses 
were performed across the passage at a fixed circumferential 
location. 

Pressure measurements were made using a miniature five-
hole pressure probe of overall diameter 1.7 mm, hole bore 0.25 
mm, and was used in a non-nulled mode as outlined by Wray 
(1986). In addition, static pressure tappings were located in a 
helical path along the inner and outer walls. Measurements 
were also obtained using a Dantec color-separated three-channel 
LDA system. As described in greater detail by Carrotte and 
Britchford (1994), these measurements provided information 
on mean velocity, all six Reynolds stresses, and higher order 
velocity correlations. The data were obtained with an effective 
measurement volume of 0.1 X 0.1 X 0.3 mm with a 40 MHz 
frequency shift being used to eliminate fringe bias. The signals 
received from each channel, due to the passage of particles 
through the control volume, were processed in the frequency 
domain using 57N10 Burst Spectrum Analyzers (BSAs). All 
measurements were performed with coincidence filtering, i.e., 
data were only recorded when bursts were simultaneously regis­
tered and validated by all 3 BSAs. 

Data Reduction 
At each traverse point, five-hole probes provide information 

on stagnation and static pressure in addition to velocity magni-

Nomenclature 

A = area 
Cp = static pressure recovery coeffi­

cient 
H = boundary layer shape parameter 

= s*/e 
L = S-shaped duct axial length 

P, p = stagnation pressure, static pres­
sure 

R = radius of flow curvature 
U - mean streamwise velocity com­

ponent 
tAnean = area-weighted spatial mean value 

h = passage height = n„ — nt 

k = turbulent kinetic energy = \{u2 + 
v2 + w2) 

m = mass flow 
r = radius 
s = streamwise coordinate 
n = cross-stream coordinate 

uv = Reynolds shear stress component 
x = axial distance 
a = kinetic energy flux coefficient 
6 = boundary layer thickness 
X = stagnation pressure loss coefficient 
p = density 

T = total shear stress = p,8U/dn -
puv 

TW = wall shear stress = {jidUldn)w 

Superscripts 
— = time average 
~ = mass-weighted spatial mean value 

Subscripts 
i = inner casing 

o = outer casing 
w = wall value 
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tude and direction. From the three-dimensional LDA measure­
ments the turbulent shear stress distributions (uv) are obtained, 
with the mean velocity information provided by this technique 
also being in excellent agreement with that measured by the 
pressure probes. 

The overall mean velocity at a traverse plane (f/mean) was 
calculated using an area-weighted method, while at the same 
place the spatially averaged values of stagnation and static pres­
sure were derived by mass weighting the appropriate individual 
values, i.e., 

— I Pdm p = — I pdm 
m J mi (1) 

A kinetic energy flux coefficient (a) was also defined such 
that 

P=p + a{pUl where a = I —- dA (2) 

Changes in the spatially averaged pressures between various 
planes within the facility are expressed in terms of a stagnation 
pressure loss coefficient (X), while static pressure distributions 
are expressed in terms of the Cp coefficient where: 

Xo-/j — 
Pa Pa 

(3) 

where " a " and "fc" are upstream and downstream planes, 
respectively, and p is the measured static pressure at a given 
location. 

Differentiation of the data was achieved by calculating the 
gradient of a spline curve or third-order lagrange polynomial 
fitted to the experimental data. A detailed description of how 
boundary layer properties such as shape parameter (H) were 
obtained is given by Britchford et al. (1994). 

Estimate of Experimental Errors 
For the clean inlet condition the spatially averaged total and 

static pressures at a traverse plane were repeatable to within 
0.5 mm H20, with discrepancies in mass flow between planes 
of less than 2 percent. Based on these values, it was estimated 
the stagnation pressure loss coefficients were repeatable to 
within ±0.005. With the compressor at inlet this increased to 
±0.0075 as the compressor operating point could only be main­
tained to within a finite resolution. Note that although overall 
loss levels at a plane can vary, the nondimensional radial distri­
butions of pressure were, within experimental error, the same. 

Up to 5000 statistically independent samples were obtained 
with the LDA equipment at each data point. This results in the 
turbulent shear stress levels (uv) being within ±0.2 m2/s2 at 
most locations within the duct. Extrapolation of this data to 
each surface also gave reasonable agreement with wall shear 
stress values obtained by fitting the mean velocity to a "log 
law" distribution. However, it should be noted that in regions 
of strong favorable pressure gradient, there were insufficient 
data close to the surface to fit the log law distribution making 
the accurate definition of a wall value difficult. 

Results and Discussion 

Clean Inlet. At inlet to the S-shaped duct, the turbulent 
boundary layers that have developed along the inner and outer 
casings within the entry section each occupy approximately 24 
percent of the passage height. The spatial average velocity for 
the annular passage (f/mea„) is 28.3 m/s and this is used as a 
reference value for nondimensionalizing the mean velocity and 
shear stress data at subsequent traverse stations. 

_ o,ai 

1Q. 
i 

^ : coo 
i a 

ii 
O. -0.20 

' 1 

• Inner Wall 

1 • 1 ' ' ' 1 ' ' ' 1 ' ' ' 1 l ' ' 1 ' ' T ' -

• ' Outer Wall 
• O n 

• • « •>"" % -
^ 

^ . ^ ^ " ^ 20% 
B „ ^ W ^ 28% 

v -- « r — "" 50% v -
, 4 V s ?2% 

>y/-
/ ^N—-<X 60% 

\S—-V 90% 

\ /° *?\m-
[ j 

D n 

1 1 I 1 1 1 I 1 1 1 I I 1 1 

-0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 

Axial Position x/L 

Fig. 3 Axial static pressure distribution 

Flow Development. The static pressure distribution along 
each casing wall, and at various heights across the duct, is 
presented (Fig. 3) in terms of a coefficient (Cp) defined using 
the mass-weighted stagnation and static pressures at inlet to the 
duct (x/L = -0.40). Differences between the static pressures 
across the duct reflect how the pressure field adjusts to provide 
the required radial forces to turn the flow. As a result of the 
significant streamwise pressure gradients that occur, the flow 
along the inner casing is subjected to a predominantly positive 
(i.e., adverse) gradient as the static pressure coefficient rises, 
from -0.33 to +0.24 along approximately 70 percent of the 
duct length. In contrast, the pressure gradient is mostly negative 
(i.e., favorable) adjacent to the outer casing, with the coefficient 
reducing from +0.20 to -0.26 along a similar length. Note also 
how these gradients vary significantly across the height of each 
boundary layer, with the maximum streamwise variations oc­
curring along each casing. 

In addition to streamwise pressure gradients, the development 
of each boundary layer is influenced by curvature effects, which 
modify the flows' turbulent structure. Britchford et al. (1994) 
have already described in detail the variation of a curvature 
parameter (6/R), which indicates the relative magnitude of 
these effects for each casing boundary layer. For example, the 
inner wall boundary layer is initially subject to convex curva­
ture, the maximum value occurring at x/L = 0.125 (8/R = 
0.11), and this will lead to a reduction in turbulence levels. 
However, by x/L = 0.50 curvature is in the opposite sense (i.e., 
concave), increasing up to a maximum value at x/L = 0.80 (81 
R = 0.12) and resulting in increased turbulence mixing. Along 
the outer casing similar effects are present, but in this case 
concave (6/R = 0.08) precedes the convex (6/R = 0.09) curva­
ture. The magnitude of the curvature parameter, as suggested 
by Gillis and Johnston (1983) and Barlow and Johnston (1988), 
indicates that the flow within each casing boundary layer is 
experiencing relatively strong curvature. This, combined with 
the continually varying pressure gradients, gives rise to the 
development of a complex flow along each casing. 

Shear Stress Distribution. The measured distribution of 
shear stress (uv) along the duct is presented (Fig. 4). Note that 
interpretation of these data has been assisted by the wall shear 
stress values, obtained from fitting the mean velocity profiles 
to the "log law" distribution, and also the total shear stress 
gradient at each surface is known from the static pressure distri­
bution since (drldn)n = (dp/ds)„. Whereas the development 
of boundary layers within the entry length has produced near 
linear distributions of shear stress at x/L = -0.40, these rapidly 
change within the S-shaped duct. 

The effect of the streamwise static pressure gradients is more 
apparent in the near-wall region where the flow is of relatively 
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Fig. 4 Development of Reynolds shear stress 

low momentum. For example, between x/L = 0.25 and 0.75 
the sustained adverse pressure gradient along the inner casing 
reduces the wall shear stress, with the peak value increasing in 
magnitude and moving progressively away from the wall. Such 
an effect helps offset the deceleration of near-wall flow brought 
about by the increasing pressure. However, this region is pre­
ceded, and then followed by, a favorable pressure gradient 
throughout which the wall shear stress increases. In contrast, 
for the outer casing the pressure gradient is adverse during the 
initial and latter stages of the duct, resulting in the peak shear 
stress moving away from the surface and a reduced wall value. 
However, along most of the surface (x/L = 0.25 to 0.75) the 
pressure gradient is favorable, causing the observed increases in 
shear stress at the wall. For both boundary layers the streamwise 
pressure gradients can therefore be seen to produce complex 
distributions of shear stress. However, these are further modified 
by the direct effect of the streamline curvature on the turbulence 
field, which is more apparent in the outer part of each boundary 
layer. Thus, for the inner wall the convex curvature leads to an 
initial suppression of shear stress and, although concave curva­
ture commences at x/L = 0.50, the low turbulence level at this 
location means that enhanced shear stress values are not ob­
served until x/L = 0.75. For the outer casing similar effects are 
observed, except in this case turbulence mixing and shear stress 
levels are initially enhanced prior to being reduced by the con­
vex curvature toward duct exit. 

Mean Velocity Profile. At a given location the mean veloc­
ity profile is predominantly a function of the applied streamwise 
pressure and shear stress gradients. In this way the duct curva­

ture directly affects the velocity profile through the static pres­
sure field, and indirectly through the modified turbulence struc­
ture. The mean velocity profiles (Fig. 5) show the presence of 
a potential core region, along the entire length of the duct, 
which isolates the boundary layers adjacent to each casing. Of 
particular significance is the variation of each boundary layer's 
shape parameter (H) along the duct, which shows that it is the 
flow adjacent to the inner casing that is most likely to separate. 
This is due to the combined influence of the sustained adverse 
pressure gradient and curvature effects on the boundary layer 
development. This gives rise to the rapid growth in shape pa­
rameter, which reaches a maximum value of 1.66 at x/L = 0.75, 
although it should be noted that this is well below the value of 
approximately 2.4 associated with flow nearing separation. The 
avoidance of flow separation is also confirmed by the fact that 
at no point along each wall does the shear stress reduce to zero. 

Overall Performance. As described by Gillis and Johnston 
(1983), the momentum equation along a streamline can be 
reduced to 

ds dn 

where P and T are the stagnation pressure and total shear stress, 
respectively. Now the effect of streamwise curvature and pres­
sure gradients on the shear stress distribution ( T ) within the 
S-shaped duct has already been discussed. Of some concern 
therefore is the level of stagnation pressure loss that may be 
generated within the duct due to these effects. 

0.4 — I ll|MI ! | l l l l | l l l l | l l l l | l l l l j l l l l | l l l l j l l l l | MM 
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Fig. 5 Development of streamwise velocity 
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The radial distribution of loss and its development within the 
duct can be described by monitoring the change in stagnation 
pressure along streamlines. At every plane the mass flow is 
therefore divided into 1 percent increments across the duct, with 
the stagnation pressures at these locations being determined by 
interpolation of the measured data. At several planes the loss 
distributions across the duct are presented (Fig. 6), based on 
the pressure loss along each streamline, with the area under 
each curve representing the overall stagnation pressure loss in­
curred by the flow up to that plane. As indicated from Eq. (4) 
these changes in stagnation pressure are a result of the shear 
stress gradients, which can be integrated along each streamline 
to give the stagnation pressure loss. Note how in certain regions 
of the duct, stagnation pressure can increase along a streamline 
and that the loss associated with each boundary layer is different 
in both magnitude and distribution. For example, along the inner 
wall the loss is mostly associated with the adverse pressure 
gradient applied over a significant length of the duct, with this 
high loss region moving away from the casing as flow proceeds 
toward duct exit. Alternatively, for the outer casing the majority 
of the loss is in the outer regions of the boundary layer and 
is mainly due to the initial concave curvature. This enhances 
turbulence levels and hence the gradient of shear stress between 
the peak and the edge of the boundary layer. Gradually the high 
levels of turbulence are suppressed by the convex curvature in 
the latter half of the duct. For the central core region the stagna­
tion pressure loss should be zero with the minor variations 
observed being within experimental error. 

Within the working section of the test facility, the loss coef­
ficient (\) is 0.04. This is based on the mass-weighted stagna­
tion pressure loss between x/L = -0.40 and 1.40 relative to 
the mean dynamic head at the upstream plane (a^pUl,^). 
Based on the conditions between duct inlet (x/L - 0.0) and 
exit (x/L = 1.0) the loss coefficient (X) is approximately 0.02. 
However, the relative magnitude of the S-shaped duct loss can 
be more easily assessed by evaluating the loss incurred by the 
flow between rig inlet and the traverse plane being considered. 
This is nondimensionalized by the dynamic head (jpt/Lan) and 
is presented relative to axial location (x/L) within the facility 
(Fig. 7). Note the experimental scatter due to the relatively 
small changes in pressure that are taking place and the finite 
resolution to which the pressures can be measured. It can be 
seen that stagnation pressure loss within the inlet section results 
in a loss coefficient of 0.092 at x/L = -0.40, which rises to 
0.129 at x/L 1.40. Within the parallel-sided inlet section the 
rate of loss increase will initially be high and decrease toward 
the end of this section. However, predictions indicate that the 
loss increase does not differ significantly from that of a linear 

distribution and, as a consequence, it can be seen that the rate 
of loss increase through the S-shaped duct does not appear to 
be significantly different. Thus, despite strong curvature and 
pressure gradient effects, the stagnation pressure loss within the 
duct appears to be comparable with that which would be ob­
tained with a parallel-sided duct. This is, of course, for a duct in 
which the flow is well behaved and flow separation is avoided. 

The relatively small duct pressure loss is difficult to establish 
experimentally, while significant variations of shear stress 
within the duct have already been described. It is therefore 
desirable to validate the shear stress and pressure measurements 
to ensure both sets of data are consistent with each other. Based 
on Eq. (4) the derivatives d(uv)ldn and UpdPlds from both 
sets of measurements were compared and found to be in good 
agreement as shown for example at x/L =• 0.50 (Fig. 8). Fur­
thermore, based on the shear stress gradients and using Eq. (4), 
an estimated value of the duct stagnation pressure loss (X.) of 
0.055 was obtained between x/L = - 0.4 and 1.4. Allowing 
for the inherent inaccuracies associated with the differentiation 
of experimental data, this is thought to be in excellent agreement 
with the value of 0.04 obtained directly from the pressure mea­
surements. 

Compressor at Inlet. More engine representative inlet con­
ditions are obtained by incorporating a single-stage rotor and 
OGV row at inlet to the S-shaped duct. Although pressure gradi­
ent and streamline curvature effects are present upstream of 
duct inlet (x/L = 0.0), the axial location of the compressor 
means that overall performance can only be assessed between 
x/L = 0.0 and the downstream traverse planes. For comparison 
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Fig. 8 Profiles of drldn and 1 lp dP/ds 
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Fig. 9 Compressor-generated inlet conditions 

purposes the clean inlet performance is therefore also defined 
from data observed at the same locations. 

At duct inlet the mean velocity distribution (Fig. 9(a)) indi­
cates circumferential variations in the flow field introduced due 
to wakes from the upstream compressor OGV row. In addition, 
the turbulent kinetic energy distribution (Fig. 9(b)) illustrates 
the change in turbulence structure of the flow entering the duct. 
Note, for example, the large amount of turbulent energy close 
to the outer casing associated with rotor tip leakage effects. The 
detailed response of this more complex mean and turbulent 
velocity field to the pressure gradients and curvature effects 
within the S-shaped duct is the subject of a continuing investiga­
tion at Loughborough. 

In terms of overall performance it is interesting to note that 
the maximum shape factor (H) within the duct has been reduced 
from 1.66 to 1.47 (Fig. 10). It should be noted that, for the 
compressor, this is the value associated with the circumferen-
tially averaged velocity profile, but at the critical location the 
circumferential variation is in the range 1.36 to 1.56, which is 
still below the clean value. This implies that the streamwise 
pressure gradients could be increased, for example by reducing 
length for the same change in mean radius, without necessarily 
incurring flow separation. Some of the mechanisms that may 
account for this change in performance have already been de­
scribed by Britchford et al. (1993). For example, the radial 
pressure gradient tends to drive the OGV wake flow radially 
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Fig. 10 Axial variation of shape parameter 
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Fig. 11 Radial variation of stagnation pressure loss (clean and compres­
sor at inlet) 

inward and, although this fluid has a total pressure deficit, it is 
less than the deficit resident in the inner wall boundary layer, 
thereby helping to re-energize this flow. Along the outer casing 
a slight reduction in shape parameter is also observed, with 
higher velocities being recorded closer to the casing surface. 
This is thought to be due to the enhanced mixing associated 
with the tip leakage effects noted earlier. 

The overall mass-weighted stagnation pressure loss for the 
duct (X) is approximately 0.035 between x/L = 0.0 and 1.0, 
which compares with 0.020 for the clean inlet. However, this 
pressure loss is still relatively small and can only be defined to 
within ±0.0075 of its true value. Most of the additional loss 
though is thought to be attributable to mixing of the OGV wakes 
within the duct. As described by Denton (1994), this loss can 
normally be estimated by assuming mixing occurs at constant 
momentum in a parallel sided duct. Although not strictly true 
here, this approach has been applied to the wake profiles ob­
served at duct inlet and, in particular, to the wakes in the central 
passage region that have not been distorted by any boundary 
layer influences. This yielded a mixing loss value of 0.015, 
which is the correct order of magnitude to account for the 
observed loss increase. It should also be noted that mixing will 
occur rapidly downstream of the blade row, and so the actual 
mixing and overall duct loss depend on the axial location of 
the traverse plane with respect to the OGV trailing edge. 

The radial distribution of pressure loss for the two types of 
inlet condition are presented (Fig. 11). Note the finite loss now 
occurring in the center of the duct due to wake mixing. How­
ever, within each boundary layer the similar distributions indi­
cate the same flow mechanisms in these region are also present 
and contributing to the generation of stagnation pressure loss. 
The only exception to this is in the outer regions of the inner 
wall boundary layer, where a relatively high loss is apparent. 
This develops as the boundary layer is subjected to the sustained 
adverse pressure gradient within the duct and is located at the 
wake-boundary layer intersection. 

Strutted S-Shaped Duct. Effects brought about by the 
presence of the strut were found to be similar with both clean 
and compressor-generated inlet conditions, but only the axial 
velocity contours obtained with the compressor are presented. 
At duct inlet (x/L = 0.0), the effect due to the downstream 
blockage presented by the strut is evident (Fig. 12(a)). The 
axial velocity contours indicate that, compared with the adjacent 
OGV passages, immediately upstream of the strut the casing 
boundary layers are relatively thicker with a smaller core region 
of high velocity flow. Farther downstream a well-defined wake 
can be observed at the strut trailing edge (Fig. 12(b)), but 
there are no significant regions of flow separation. The trailing 
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Fig. 12 Axial velocity distributions (clean inlet) 

edge is deliberately positioned at the location where the pressure 
gradients within the duct are changing sign. Thus, mixing out 
of the wake and boundary layer in the more critical inner wall 
region is assisted by the favorable pressure gradient and the 
enhanced shear stresses due to curvature. However, the reverse 
is true along the outer casing where wake mixing will therefore 
be delayed. At duct exit (x/L = 1.0) a well-defined wake can 
still be observed (Fig. 12(c)) and its magnitude, relative to the 
remnants of the OGV wakes, can also be assessed. 

The circumferential variation of stagnation pressure loss, both 
with clean and compressor generated inlet conditions, are pre­
sented (Fig. 13). Note that for the clean condition the loss 
values are referenced to x/L = -0 .4 , at which the upstream 
effect of the strut is not evident, but with the compressor only 
the duct inlet plane (x/L = 0.0) is available. It can be seen that 
the localized strut effect is relatively large, and the associated 
loss increment can be obtained by integration of the area under 
the loss curve (Fig. 13). However, the influence of a single 
strut on overall performance is relatively small. For example, 
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Fig. 13 Circumferential loss distribution 
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Fig. 14 Static pressure distribution about strut 

the clean inlet loss coefficient would increase from 0.040 to 
0.042 when a single strut is incorporated, with corresponding 
values of 0.035 and 0.038 with the compressor present. Nor­
mally the number of struts will be significantly greater, and if 
it is assumed the duct geometry is varied to account for the 
blockage associated with a given number of struts, and the flow 
field associated with each strut is independent of its nearest 
neighbor, then the overall effect on performance can be esti­
mated. For example, with compressor-generated inlet conditions 
eight struts would increase the duct loss from 0.035 to approxi­
mately 0.058. 

The static pressure distributions measured along the strut at 
10, 50, and 90 percent heights are presented (Fig. 14) and, at 
a given height, only minor differences are apparent between the 
values obtained with both types of inlet condition. What is of 
significance though is the differences in the pressure distribution 
across the strut height. For example, at midheight the pressure 
gradients are favorable up to the 45 percent chord location, 
downstream of which the pressure then increases. This is in 
reasonable agreement with the distribution deduced from the 
data of Abbott and Von Doenhoff (1949) based on measure­
ments of this NACA profile under "free-stream" conditions. 
However, at 10 percent strut height an unfavorable pressure 
gradient is present over 85 percent of the strut chord, whereas 
toward the outer casing the gradient is favorable over most of 
the strut length. Although some minor variations occur due to 
the changing profile across the strut height, differences between 
the distributions are mostly due to the streamwise pressure gra­
dients within the S-shaped duct presented earlier. This is illus­
trated by considering the distribution at 10 percent height. At 
this location the pressure distribution within the S-shaped duct, 
as already presented (Fig. 15), can be subtracted from the distri­
bution measured along the strut. The resulting distribution is a 
good approximation to that of the free-stream distribution for 
this profile as outlined by Abbott and Von Doenhoff (1949). 
Thus the static pressure distribution surrounding the strut is 
mainly a function of the strut profile and the pressure distribu­
tion of the duct in which it is located. Such a result also indicates 
that rather than using a standard profile, the strut design can be 
modified to account for the pressure field within which it oper­
ates. Thus, favorable pressure gradients can be taken advantage 
of while off-loading regions in which the pressure gradient is 
mostly adverse. Such an integrated design approach would be 
of even greater benefit if cambered struts were to be incorpo­
rated within the duct. 

Conclusions 
An experimental investigation has been undertaken to assess 

the performance of a compressor interconnecting annular S-
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shaped duct whose geometry is typical of that which may be 
found in a modern multispool gas turbine engine. The following 
conclusions have been drawn: 

• Significant streamwise pressure gradients arise within the 
duct due to flow curvature, which also have a direct influence on 
the turbulent flow field. This effect results in the flow adjacent to 
the inner casing being more liable to separate. 

• With no flow separation present the stagnation pressure 
loss within the duct was of a similar magnitude to that which 
would be obtained with a parallel-sided passage. The magnitude 
and radial distribution of loss was consistent with the measured 
shear stress distribution within the duct. 

• When engine representative inlet conditions are provided 
by an axial compressor at duct inlet, the boundary layers are 
re-energized so reducing the likelihood of separation. However, 

the mass-weighted stagnation pressure loss in the duct increases 
due to mixing out of compressor wakes. 

• Attached flow was observed over the entire surface of the 
12 percent thickness-chord ratio radial strut, which is typical of 
that which may be used for carrying loads or engine services. 
The static pressure distribution around the strut is determined 
not only by the strut profile, but also the pressure distribution 
imposed by the duct itself. 
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Circumferentially Smeared 
Computed Effects of Rim Seal 
Clearance on Wheelspace Thermal 
Distributions  

S. H. Ko,1 D. L. Rhode,2 and Z. Guo3 

An advanced finite volume computer code, recently bench-
marked against rotor-stator cavity measurements (Ko and 
Rhode, 1992), was used to obtain an enhanced partial under­
standing of hot gas ingress heating of a generic turbine 
wheelspace cavity. This problem is extremely complicated, with 
a three-dimensional, probably circumferentially periodic in­
gress/egress flow through the rim seal due to mainstream pres­
sure asymmetries resulting from the presence of blades, etc. 
The present study does not assume that the complete problem 
can be modeled as steady and two-dimensional axisymmetric. 
Rather, the objective of this study is to obtain a partial under­
standing of the complete problem from investigating the circum­
ferentially smeared, steady, two-dimensional axisymmetric sub-
problem. It was found that, contrary to the case of the nominal 
rim seal axial clearance, for a clearance of one-fourth of the 
nominal value, the temperature of the "hot spot" on the rotor 
is sharply reduced with increasing purge-coolant flow because 
the rim seal gap recirculation zone does not form. Also, it was 
found that smaller rim seal axial clearances give less rotational 
drag as well as less heat transport from the mainstream into 
the wheelspace. 

Contents 

The interface between the mainstream and the rim seal is the 
primary focus here. Thus only the extremely narrow axial space 
between an upstream vane and a downstream blade, along with 
the corresponding wheelspace cavity, has been modeled (see 
Fig. 1). Due to space limitations, details of the turbulence 
model, boundary conditions, etc., could not be included but are 
available from Ko and Rhode (1992). The complete elliptic 
form of the two-dimensional axisymmetric Navier-Stokes 
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equations for compressible, turbulent flow were solved using 
the SIMPLER algorithm of Patankar (1980). The Coriolis and 
centrifugal momentum terms are handled in the conventional 
way, as cylindrical coordinates were used in a stationary refer­
ence frame. Temperatures, pressures, Reynolds numbers, and 
Mach numbers of the purge-coolant and mainstream flows, as 
well as the Reynolds number of the disk, which are typical 
of a commercial gas turbine engine, were specified. Further, 
adiabatic walls were specified in order to isolate the ingress 
heating effects, which are the focus here, from convective heat 
transport from the wheelspace walls to the wheelspace fluid. 

The nearly uniform grid of approximately 100 X 150 lines 
in the axial and radial directions, respectively, gave a sensibly 
grid independent solution. Grid sensitivity comparisons with a 
grid of 60 X 117 lines, for example, gave rotor temperatures and 
disk friction moment coefficient values within approximately 3 
percent of that for the production grid of 100 X 150 lines. The 
iteration convergence criterion was that the summation of the 
magnitude of the normalized residuals for each cell must be 
less than 0.001; also, the global mass balance was verified. 
The purge-coolant flow enters the wheelspace cavity through a 
circumferentially smeared series of orifices in the stator cavity 
wall at temperature T2 and leaves the cavity radially through 
the rim seal. For the nominal generic cavity considered, the 
dimensions are given by Ko and Rhode (1992). 

The effect of a very small rim seal gap recirculation zone 
GRZ, which was first identified by Ko and Rhode (1992), 
has far-reaching effects on mainstream heating of the disk and 
wheelspace cavity. The presence of the GRZ at actual engine 
operating parameters was verified by independent CFD solu­
tions (Hendricks, 1994). Specifically, the high-speed main­
stream (at a Mach number of approximately 1.0) traveling 
across the rim seal interface with the mainstream (see Fig. 1) 
"drives" the GRZ in clockwise recirculation, similar to the 
recirculation in the classical ' 'lid-driven cavity'' problem. The 
resulting overall wheelspace flow pattern causes a purge-coolant 
fluid particle, upon reaching the rim seal vicinity as it is centrifu-
gally pumped radially outward within the disk Ekman-like layer, 
to be deflected away from the disk upon meeting the opposing 
(radially inward) flow of the GRZ. The fluid particle then passes 
through the rim seal alongside the stator shroud tip (Fig. 1) 
and then is abruptly swept downstream, "driving" the GRZ as 
it passes over the seal axial clearance. The turbulent diffusion 
heat transport sequence is: (a) from the mainstream to the thin 
layer of cavity fluid exiting the rim seal, (b) then from this 
exiting fluid to the GRZ at approximately the disk perimeter 
radius R and finally (c) from the GRZ to the outer portion of 
the disk near rlR = 0.99. 

For the generalized configuration specified, the results in Fig. 
2 show the large effect of seal axial clearance on maximum 
adiabatic disk temperature for various purge-coolant volumetric 
flow rate parameter [Cw = QI{vR)~\ values. Note that the Cw 

value of 7200 and the rim seal axial clearance of cIR = 0.00936 
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correspond to the engine nominal operating condition. Except 
at very small clearances Tmm decreases slowly, and almost lin­
early, as the purge flow C„ increases. With the exception of 
potential vibration problems, a substantial advantage was found 
for the tightest clearance case (c/R = 0.00234) in giving a 
large reduction of TmHX upon increasing Cw. The smallest clear­
ance case is far more effective at reducing Tmm because: (a) 
The GRZ does not occur (at least for Cw = 7200), which gives 
far less heat transport across the rim seal and (b) the disk layer 
of purge-coolant directly contacts the ' 'hot spot'' location due 
to the absence of the GRZ. 

The radial distribution of adiabatic disk temperature is given 
in Fig. 3 for the nominal clearance case of c/R = 0.00936. Ob­
serve here that there are two regions of much different tempera-

I 
8. 

I 
i 

Cw=1500 
Cw=7200 

0.8- Cw=14400 p ' 

f 1 

0.6- 1 

0.4-
1 • 

— - — ' ; 

0.2-
^ " J ; 

. - - " " 
0.0-J L T — , — | - . ,• , r — | r — • | ' " 

o& *& 0-*
h o-*6 o-*6 o-*0 o-9'1' o-^ ^ o-** v°° 

Radial Position, r/R 

Fig. 3 Effect of cooling flow rate C„ on the temperature distribution 
along the rotor surface for the nominal clearance c/R = 0.00936 

ture. Due to the heating of the GRZ near r/R = 1.0, the outer 
region is very hot, whereas the inner region is cool due to the 
cool purge stream. Also note that the large temperature jump 
occurs exactly where the Ekman wall layer meets the much hotter 
GRZ. The stagnation point at the radially inner extremity of the 
GRZ is found to produce a very slight local maximum in the disk 
temperature distribution. Another slight temperature jump occurs 
at the outer edge of the disk (r/R =1.0) where the hot mainstream 
transports heat to the thin egress layer, which in turn directly 
contacts the disk perimeter. It is also of interest to note here 
that higher C„ values naturally give a greater radially outward 
momentum, which reduces the extent of the GRZ. 

It has been speculated previously that, in the context of gas 
turbines, the disk friction moment coefficient Cm = Ml 
(0.5pfl2R!) should decrease initially and then increase once cl 
R is reduced below a certain value, holding C„ fixed. However, 
the results for the Cm variation with c/R given in Fig. 4 show 
that this does not occur, at least not for clearance reductions down 
to 25 percent of the nominal value. The purge-coolant flow rate 
C„ was found to give a negligible effect on the moment coeffi­
cient, except at the smallest clearances and the lowest Cw values. 
When the nominal clearance is doubled (c/R = 0.01872), there 
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Fig. 2 Effect of rim seal axial clearance on the maximum temperature 
along the rotor surface 
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Fig. 4 Effect of rim seal axial clearance on the friction moment coefficient 
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is increased rotational drag, primarily because of the increased 
turbulent shear stresses found near the perimeter of the disk. This 
is the location where the drag has the most influence due to the 
large moment arm. From these results, it is concluded that smaller 
rim seal clearances are preferred from rotational drag as well as 
from purge minimization considerations. 
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